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ABSTRACT. In this paper we study the existence and the instability of stand-
ing waves with prescribed L2-norm for a class of Schrédinger-Poisson-Slater
equations in R3

(0.1) iy + A — (|27 [*)y + [P = 0
when p € (1—30, 6). To obtain such solutions we look to critical points of the
energy functional

ol <1 [ [ HOPOE 1
Flu)==||v - TR TN gy — = P
() = g Ivulla + 5 [ [ M ey =~ [ oo

on the constraints given by
S(e) ={u e H'R®) : |ul7>s) = c;c >0}

For the values p € (13—0,6) considered, the functional F' is unbounded from

below on S(c) and the existence of critical points is obtained by a mountain
pass argument developed on S(c). We show that critical points exist provided
that ¢ > 0 is sufficiently small and that when ¢ > 0 is not small a non-
existence result is expected. Concerning the dynamics we show for initial
condition ug € H*(R?) of the associated Cauchy problem with ||ug||3 = ¢ that
the mountain pass energy level v(c) gives a threshold for global existence. Also
the strong instability of standing waves at the mountain pass energy level is
proved. Finally we draw a comparison between the Schrodinger-Poisson-Slater
equation and the classical nonlinear Schrodinger equation.

1. INTRODUCTION

In this paper we prove the existence and the strong instability of standing
waves for the following Schrodinger-Poisson-Slater equations:

(1.1) O+ Au— (|| s Jul)u+ [uP2u=0 in R xR

This class of Schrodinger type equations with a repulsive nonlocal Coulombic
potential is obtained by approximation of the Hartree-Fock equation describing
a quantum mechanical system of many particles, see for instance [3], [27], [29],
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[30]. We look for standing waves solutions of (|1.1). Namely for solutions in the
form
u(t, r) = e”*u(z),
where A € R. Then the function v(z) satisfies the equation
(1.2) —Av =2+ (Jz| "+ oo — o2 =0 in R®.

The case where A € R is a fixed and assigned parameter has been extensively
studied in these last years, see e.g. [1], [14], [22], [23], [31] and the references
therein. In this case critical points of the functional defined in H'(R3)

1
/ |Vul*dz — / |u|*dz+~ / / Jufe)l”fu(y) —————dxdy— |ulPdx
R3 JR3 |z =yl P Jrs

give rise to solutions of - In the present paper, motivated by the fact that
physics are often interested in “normalized” solutions, we search for solutions
with prescribed L*norm. A solution of (1.2)) with HUHiQ(Rg) = ¢ can be obtained
as a constrained critical point of the functional

1 u(z)|” |uly 1
F(u) = 3 ||Vu||iQ(R5 / / [u() | i ———Zdxdy — - [ |u[’dx
R3 ’fE

- P Jrs
on the constraint

S(e) = {ue H'R?) : |Jullf2@s = c}-

Note that in this case the frequency can not longer by imposed but instead appears
as a Lagrange parameter. As we know, F'(u) is a well defined and C! functional
on S(c) for any p € (2,6] (see [31] for example). For p € (2,4) the functional
F(u) is bounded from below and coercive on S(c). The existence of minimizers
for F(u) constrained has been studied in the [5], [6], [33]. It has been proved in
[33], using techniques introduced in [I1], that minimizer exist for p = % provided
that ¢ € (0,¢q) for a suitable ¢y > 0. In [6] it is proved that minimizers exist
provided that ¢ > 0 is small and p € (2,3). In [5] the case p € (3, %) is considered
and a minimizer is obtained for ¢ > 0 large enough.

In this paper we consider the case p € (%,6). For this range of power the
functional F'(u) is no more bounded from below on S(c). We shall prove however
that it has a mountain pass geometry.

Definition 1.1. Given ¢ > 0, we say that F'(u) has a mountain pass geometry
on S(c) if there exists K. > 0, such that

7(¢) = inf max F(g(t)) > max{F(g(0)), F(g(1))},

gEFc tE[O,l]

holds in the set
I'e={g € C([0,1],5(c)), 9(0) € Ax,, F(g(1)) < 0},
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where Ag, = {u € S(c): HVuHiQ(Rg) < K.}

In order to find critical points of F(u) on S(c) we look at the mountain pass
level y(c). Our main result concerning the existence of solutions of ([1.2) is given
by the following

Theorem 1.1. Letp € (13—0, 6) and ¢ > 0 then F(u) has a mountain pass geometry
on S(c). Moreover there exists co > 0 such that for any ¢ € (0,co) there exists a
couple (ue, A.) € HY(R?) x R~ solution of (1.2]) with ||u.||3 = ¢ and F(u.) = v(c).

Let us underline some of the difficulties that arise in the study of the existence of
critical points for our functional on S(c). First the mountain pass geometry does
not guarantee the existence of a bounded Palais-Smale sequence. To overcome
this difficulty we introduce the functional

-2
Qu) == [ |VulPdz + = / / o)l [uly)l — " —dxdy _3e=2) lulPdz,
R3 R3 JR3 lz =y 2p :

R3
the set
Vie) ={ue S : Qu)=0}
and we first prove that
(1.3) v(e) = uf F (w).
We also show that each constrained critical point of F'(u) must lie in V' (¢). At this

point taking advantage of the nice “shape” of some sequence of paths (g,) C I,
such that

max F(gu(t)) — (c),

we construct a special Palais-Smale sequence {u,} C H'(R?) at the level y(c)
which concentrates around V(c). This localization leads to its boundedness but
also provide the information that @(u,) = o(1). This last property is crucially
used in the study of the compactness of the sequence. Next, since we look for
solutions with a prescribed L?-norm, we must deal with a possible lack of com-
pactness for sequences which does not minimize F'(u) on S(c). In our setting it
does not seem possible to reduce the problem to the classical vanishing-dichotomy-
compactness scenario and to the check of the associated strict subadditivity in-
equalities, see [28]. To overcome this difficulty we first study the behaviour of the
function ¢ — 7(c). The theorem below summarizes its properties.

Theorem 1.2. Let p € (42,6) and for any ¢ > 0 let y(c) be the mountain pass
level. Then

(i) ¢ = 7v(c) is continuous at each ¢ > 0.
(ii) ¢ — 7(c) is non-increasing.
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(iii) There exists co > 0 such that in (0,cq) the function ¢ — ~y(c) is strictly
decreasing.

(iv) There exists coo > 0 such that for all ¢ > co the function ¢ — v(c) is
constant.

(v) &1_{% v(c) = +o0 and CILI?O v(c) := y(o0) > 0.

We show that if v(c) < v(c1), for all ¢; € (0,¢) then there exists u, € H'(R?)
such that ||uc||? = ¢ and F(u.) = 7(c). However we are only able to prove
this for ¢ > 0 sufficiently small. For the other values of ¢ > 0 the information
that ¢ — 7(c) is non increasing permits to reduce the problem of convergence to
the one of showing that the associated Lagrange multiplier A\, € R is non zero.
However we do prove that A\, = 0 holds for any ¢ > 0 is sufficiently large. In
view of this property we conjecture that v(c) is not a critical value for ¢ > 0 large
enough. See Remark [7.1]in that direction.

Remark 1.1. The proof that ¢ — 7(c) is non increasing is not derived through
the use of some scaling. Due to the presence of three terms in F'(u) which scale
differently such an approach seems difficult. Instead we show that if one adds in
a suitable way L2-norm in R3 then this does not increase the mountain pass level.
This approach is reminiscent of the one developed in [25] but here the fact that
we deal with a function defined by a mountain pass instead of a global minimum
and that F'(u) has a nonlocal term makes the proof more delicate.

To show Theorem [1.2] (iv) and that v(c) — v(c0) > 0 as ¢ — oo in (v) we take
advantage of some results of [19]. In [19] the equation
(1.4) —Av+ (2] s oo = [v]P 20 =0 in R
is considered. Real solutions of ([1.4)) are searched in the space

1,2 /3 u(x | |U |2
(1.5) = {u e D"*(R”) —————>dzdy < oo}
R3 JR3 ’95

which contains H'(R3). This space is the natural space when A = 0 in .
In [19] it is shown that F'(u) defined in E possess a ground state. It is also
proved, see Theorem 6.1 of [19], that any real radial solution of decreases
exponentially at infinity. We extend here this result to any real solution of .
More precisely we prove

Theorem 1.3. Let p € (3,6) and (u,\) € E xR with A <0 be a real solution of
. Then there exists constants Cy > 0, Cy > 0 and R > 0 such that

(1.6) lu(z)] < Chlz|"fe= Vel v |z| > R.
In particular, v € H'(R?).
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Remark 1.2. Clearly the difficult case here is when A = 0 and it correspond to the
so-called zero mass case, see [§]. This part of Theorem was kindly provided
to us by L. Dupaigne [I5]. We point out that the exponential decay when A =0
is due to the fact that the nonlocal term is sufficienty strong at infinity. Actually
we prove that (Jz|™' * |v]?) > C|z|™* for some C' > 0 and |z| large. In contrast
we recall that for the equation

(1.7) —Au+V(z)u—|uf?u=0, xe&H R,

if we assume that limsup, ., V(z)lz[*** = 0 for some d > 0, then positive

solutions of (|1.7)) decay no faster than |z|~'. This can be seen by comparing with
an explicit subsolution at infinity |z|7*(1 + |z|~°) of — A+ V.

Theorem is interesting for itself and also it answers a conjecture of [19],
see Remark 6.2 there. For our study the information that any solution of
belongs to L?(IR3) is crucial to derive Theorem [1.2] (iv)-(v) and the exponential
decay is also used later to prove that our solutions correspond to standing waves
unstable by blow-up.

The phenomena described in Theorems [I.1]and [I.2] are also due to the nonlocal
term as we can see by comparing [1.1| with the classical nonlinear Schrodinger
equation

(1.8) Wy + A+ [P =0 in R

In [24] the existence of standing waves on S(c¢) when the functional is unbounded
from below was considered and a solution obtained for any ¢ > 0. Here we
show in addition that the mountain pass value 5(c) associated to is strictly
decreasing as a function of ¢ > 0 and that ¥(c) — 0 as ¢ — oo.

The fact that ((1.3) holds and that any constrained critical point of F'(u) lies
in V(c) implies that the solutions found in Theorem can be considered as
ground-states within the solutions having the same L?-norm.

Let us denote the set of minimizers of F'(u) on V(c) as
(1.9) M. :={u.€Vic) : Flu,) = 113% )F(u)}

ueV(c
Theorem 1.4. Let p € (%, 6) and ¢ > 0. For each u. € M, there exists a . < 0
such that (ue,\.) € H'(R?) x R solves (1.9).

Clearly to prove Theorem [1.4] we need to show that any minimizer of F'(u) on
V(c) is a critical point of F'(u) restricted to S(c), namely that V(c) acts as a
natural constraint. As additional properties of elements of M, we have :

Lemma 1.1. Let p € (%,6) and ¢ > 0 be arbitrary. Then
(i) If u. € M. then also |u.| € M, .

(ii) Any minimizer u. € M, has the form e?|u.| for some 6 € S* and |u.(z)| >
0 a.e. on R3.
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In view of Lemma [I.1] each elements of M. is a real positive function multiply
by a constant complex factor.

Remark 1.3. A natural question that arises, as a consequence of Theorem [1.4]
is why not search for standing waves solutions of with prescribed norm by
directly minimizing F'(u) on V(c). However starting from an arbitrary minimizing
sequence {u,} C V/(c) and trying to show its convergence seems challenging.
Clearly, by definition of V(c), any minimizing sequence is bounded in H'(R")
and thus we can assume that u, — @ in H'(R?) for some u € H*(R?). Also ruling
out the vanishing is not a problem as it can be seen from Lemmad.1| But to show
that dichotomy do not occurs it seems necessary to know that @ € V(||u||3). For
this we use, in Lemma[4.3] the information that u € H'(R?) is solution of (4.2).
Then by Lemma [4.2] Q(u) = 0 and w € V(||u||3). For an arbitrary minimizing
sequence it does not seems possible to show that the weak limit u € H'(R?)
belongs to V(||u||3). For this, informations on the derivative of F'(u) along the
sequence seem necessary and that is why we introduce Palais-Smale sequences to
solve our minimization problem.

Concerning the dynamics we first consider the question of global existence of
solutions for the Cauchy problem. In the case p € (2, 1—??) global existence in
time is guaranteed for initial data in H'(R3), see for instance [12]. In the case
p € (2,4) the standing waves found in [5], [6], [33] by minimization are orbitally
stable. This is proved following the approach of Cazenave-Lions [13]. In the
case p € (%, 6) the global existence in time of solutions for the Cauchy problem
associated to does not hold for arbitrary initial condition. However we are
able to prove the following global existence result.

Theorem 1.5. Let p € (§,6) and ug € H'(R?,C) be an initial condition asso-
ciated to (1.1) with ¢ = ||uo||3. If

Q(ug) > 0 and F(up) < v(c),
then the solution of with wnitial condition ugy exists globally in times.
In Remark we prove that the set
O ={up € S(c) : Q(up) >0 and F(ug) <~(c)}

is not empty.
Next we prove that the standing waves corresponding to elements of M, are
unstable in the following sense.

Definition 1.2. A standing wave e™“'v(z) is strongly unstable if for any ¢ > 0
there exists ug € H'(R?, C) such that ||ug — v||;;; < ¢ and the solution u(t,-) of
the equation ((1.1)) with u(0,-) = uy blows up in a finite time.

Theorem 1.6. Let p € (1,6) and ¢ > 0. For each u. € M, the standing wave
e~ Ay, of , where A\, € R is the Lagrange multiplier, is strongly unstable.



EXISTENCE AND INSTABILITY OF STANDING WAVES 7

Remark 1.4. The proof of Theorem [1.6| borrows elements of the original approach
of Berestycki and Cazenave [7]. The starting point is the variational character-
ization of u. € M, and the decay estimates established in Theorem proves
crucial to use the virial identity.

Remark 1.5. For previous results concerning the instability of standing waves of
(1.1) we refer to [23] (see also [22]). In [23], working in the subspace of radially
symmetric functions, it is proved that for A < 0 fixed and p € (4, 6) the equation
admits a ground state which is strongly unstable. However when we work
in all H'(R?) it is still not known if ground states, or at least one of them, are
radially symmetric. In that direction we are only aware of the result of [I7] which
gives a positive answer when p € (2,3) and for ¢ > 0 sufficiently small. In this
range the critical point is found as a minimizer of F'(u) on S(c).

Finally we prove
Theorem 1.7. Let p € (%, 6). Any ground state of 15 strongly unstable.

Remark 1.6. In the zero mass case there seems to be few results of stabil-
ity /instability of standing waves. We are only aware of [20] for a stability result.

The paper is organized as follows. In Section [2 we establish the mountain pass
geometry of F'(u) on S(c). In Section 3| we construct the special bounded Palais-
Smale sequence at the level y(c). In Section {4 we show the convergence of the
Palais-Smale sequence and we conclude the proof of Theorem [I.I} In Section
some parts of Theorem [I.2]are established. In Section [l we prove Theorem[I.4]and
Lemma [1.1 In Section [7] we prove Theorem and using elements from [19] we
end the proof of Theorem [1.2] Section [§]is devoted to the proof of Theorems [1.5
1.6] and Finally in Section [9] we discuss the nonlinear Schrédinger equation
case.

Acknowledgement: The authors thanks Professor Louis Dupaigne for pro-
viding to them a proof of Theorem [1.3]in the case A = 0. We also thanks Professor
Masahito Ohta for pointing to us the interest of studying the stability /instability
of the ground states of .

1.1. Notations. In the paper it is understood that all functions, unless otherwise
stated, are complex-valued, but for simplicity we write L*(R3), H*(R?)...., and for
any 1 < s < +o0o, L*(R?) is the usual Lebesgue space endowed with the norm

lulls = / jul°dz,
R3

and H'(R?) the usual Sobolev space endowed with the norm

ull? ::/ |Vu]2d:c—|—/ u|2dz.
R3 R3
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Moreover we define, for short, the following quantities

2 2
Au) == \Vul*dz, B(u) ::/ dedy
R3 R3 JR3 |z =yl

C(u) ::—/RB ufPdz, D) = /R uf? da.

Then

(1.10) Q(u) = Alw) + 1 Bw) + 3(p —2)

2. THE MOUNTAIN PASS GEOMETRY ON THE CONSTRAINT

In this section, we discuss the Mountain Pass Geometry (“MP Geometry” for
short) of the functional F(u) on the L?-constraint S(c). We show the following:

Theorem 2.1. When p € (%, 6), for any ¢ > 0, F(u) has a MP geometry on the
constraint S(c).

Before proving Theorem [2.1] we establish some lemmas. We first introduce the
Cazenave’s scaling [12]. For u € S(c), we set u'(z) = t2u(tz),t > 0, then

A(u) =t*A(u) , D(u') = D(u),

and
B(u') = tB(u) , C(u') = t2@2C(u).
Thus
ot t t2(-2)
(2.1) F(u') = EA(U) + ZB(u) + P C(u).

Lemma 2.1. Let u € S(c), ¢ > 0 be arbitrary but fized and p € (%,6), then:
(1) A(u') — oo and F(u') — —o0, as t — oc.
(2) There exists ko > 0 such that Q(u) > 0 if ||Vulla < ky and —C'(u) > ko if
Qu) = 0.
(3) If F(u) <0 then Q(u) < 0.
Proof. We notice that

2 _ 3p—10 " 3p—38 "
B AR TP s G Dy G

Thus (3) holds since the RHS is always positive. Moreover, thanks to Gagliardo-
Nirenberg inequality there exists a constant C'(p) > 0 such that

(2.2) F(u) —

3(p—2) 6=p

Qu) = A(u) — C(p)A(u) + D(u) + .
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The fact that W > 1 insures that Q(u) > 0 for sufficiently small A(u). Also

when Q(u) =0

—O(w) = 2 [Afw) + 2 Bw) > =2 Au)

3(p —2) 4 ~3p-2)
and this ends the proof of (2). Finally (1) follows directly from ({2.1)) and since
A(ul) = t?A(u). O

Our next lemma is inspired by Lemma 8.2.5 in [12].

Lemma 2.2. When p € (,6), given u € S(c) we have:
(1) There exists a unique t*(u) > 0, such that u'" € V(c);
(2) The mapping t — F(u') is concave on [t*,00);

(3) t*(u) < 1 if and only if Q(u) < 0;

(4) t*(u) = 1 if and only if Q(u) = 0;

v (0, 2% (u))
W [>0, ¥t € (0, (u):
QW){ <0, ¥Vt € (t"(u),+00).
(6) F(u) < F(u'"), for anyt >0 and t # t*;
(7) 2F(u') = 1Q(u'), ¥t > 0.

t
Proof. Since
+5(0—2)

F(u) = S A + LB + —C(w)

we have that

D . . 1 30 = 2) s-2-10(,) = Lot
g F ) = tA@W) + 7 B(u) + = =307 C(w) = SQ()

and this proves (7). Now we denote

y(t) = tA(u) + }LB(u) + ?)(pz—;Q)tg(p_Q)_lC(u),

and observe that Q(u') =t - y(t). After direct calculations, we see that:

V@) = A+ DO e
3(p—2)(3p—38) 3p—10 s

Y = " o)

JFrom the expression of y/(t) we know that y/(t) has a unique zero that we
denote t; > 0. Since p € (%,6) we see that y”(t) < 0 and ¢y is the unique
maximum point of y(¢). Thus in particular the function y(t) satisfies:

(1) y(to) = maxyo y(t);
(ii) y(0) = ;1 B(u);

C(u);
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(iil) limy oo y(t) = —00;
(iv) y(t) decreases strictly in [to, +00) and increases strictly in (0, o).

Since B(u) # 0, by the continuity of y(t), we deduce that y(¢) has a unique
zero t* > 0. Then Q(u'") = 0 and point (1) follows. Point (2) (3) and (5) are also

easy consequences of (i)-(iv). Since £ F(u),—p = 0, g—;F(ut)]t:t* =y (t*) <0
and t* is unique we get (4) and (6). O
Proof of Theorem [2.1. We denote

ar:=sup F(u) and fj:= inf F(u)

ueCy u€eCly,
where
Cr:={ue S(c): Alu) =k, k > 0}.
Let us show that there exist 0 < k; < ky such that
(2.3) ag < By, for all k € (0,k] and Q(u) > 0 if A(u) < ko.
Notice that, from Hardy-Littlewood-Sobolev’s inequality and Gagliardo-Nirenberg’s
inequalities, it follows that

Flu) < %A(UHEB(U)S%

< 2A() + ) A(w)} - D)},

Alw) + CE)lull

In particular a, — 07 as k; — 07. On the other hand still by the Gagliardo-
Nirenberg inequality we have

3(p—2) 6—p

Fu) > %A(u) + %C(U) > L aw) - ey aw) 52 - D)

N | —

Thus, since @ > 1, B, > 4—11/@2 for any ko > 0 small enough. These two
observations and Lemma 2.1 (2) prove that (2.3 hold. We now fix a k; > 0 and
a ko > 0 asin (2.3). Thus for

I ={g € C([0,1],5(c)), 9(0) € Ay, F(g(1)) < 0},
if I', # 0, then from the definition of y(c), we have vy(c¢) > Sk, > 0 We only need
to verify that I'. # (). This fact follows from Lemma (1). O

Remark 2.1. As it is clear from the proof of Theorem [2.1] we can assume without
restriction that

sup F'(u) < v(c)/2

UEAKC

where Ag, is introduced in the Definition [I.1}
Lemma 2.3. When p € (4,6), we have

v(c) = inf F(u).

ueV(c)



EXISTENCE AND INSTABILITY OF STANDING WAVES 11

Proof. Let us argue by contradiction. Suppose there exists v € V(c) such that
F(v) <~v(c), and let, for A > 0,
o Mz) = N 2u(\x).

Then, since A(v}) = A2A(v) there exists 0 < A\; < 1 sufficiently small so that
v™ € Ay,. Also by Lemma (1) there exists a Ay > 1 sufficiently large so that
F(v*?) < 0. Therefore if we define

g(t) = oI=DNFt o1 ¢ € [0, 1]
we obtain a path in I'.. By definition of v(¢) and using Lemma ,

(0) < max Flo(0) = F(g(5—30)) = Fo)

and thus

< inf F(u).
ve) < inf Flu)

On other hand thanks to Lemma any path in I, crosses V' (c) and hence

F(g(t)) > inf F(u).
max (9( ))_uelrvl(c) (u)

3. LOCALIZATION OF A PS SEQUENCE

In this section we prove a localization lemma for a specific Palais-Smale se-
quence {u,} C S(c) for F(u) constrained to S(c). From this localization we
deduce that the sequence is bounded and that @Q(u,) = o(1). This last property
will be essential later to establish the compactness of the sequence. First we
observe that, for any fixed ¢ > 0, the set

L:={ueV(e),F(u) <v(c)+ 1}

is bounded. This follows directly from the observation that

2 3p—10 3p—8
1 Flu) — ——— = A ———— B
3.) (1)~ 52 QM) = S A + =B
and the fact that % >0, —15’(1;;82) > 0if pe (1,6).

Let Ry > 0 be such that L C B(0, Ry) where B(0, Ry) := {u € H(R?), ||u]| <
Ro}.

The crucial localization result is the following.

Lemma 3.1. Let p € (,6) and

K, = {u € S(e) s.t. |F(u) —~(c)| < p, dist(u,V(c)) < 2u, ||F/|S(C)(u)||H71 < 2,u},

then for any p > 0, the set K, () B(0,3Ry) is not empty.
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In order to prove Lemma [3.1] we need to develop a deformation argument on
S(c). Following [9] we recall that, for any ¢ > 0, S(c) is a submanifold of H'(R3)
with codimension 1 and the tangent space at a point u € S(c) is defined as

TuS(c) = {v € H'(R?) s.t. (@,v), =0}.
The restriction Fj,  : S(c) — Ris a C' functional on S(c) and for any @ € S(c)
and any v € T;5(c)
<F1|/S(c) (la)7 U> = <F/(ﬂ’>7 'U>-
We use the notation |[dF|, , (u)|| to indicate the norm in the cotangent space
T:S(c)', i.e the dual norm induced by the norm of 7;5(c), i.e
ldF, (@) == sup  [{dF(a),v)].

[lv]|<1, vETHS(c)

Let S(c) := {u € S(c) s.t. dF|s((u) # 0}. We know from [9] that there exists a

locally Lipschitz pseudo gradient vector field Y € C'(S(c), T(S(c)) ( here T'(S(c))
is the tangent bundle) such that

(3.2) 1Y (w)|| < 2[|dFg,, (W],
and
(3.3) (Fl,., (@), Y () > [|dE, ()]

for any u € S(c). Note that ||V (u)|| # 0 for u € S(c) thanks to (3.3). Now for
an arbitrary but fixed p > 0 we consider the sets
Ny = {u € 8(0) s.t. |[F(u) = 1(0)] < o, dist(u, V(e)) < 20, |[Y ()]l > 2u}
N, ={ue S(c) s.t. |[F(u) —v(c)| <2u}
where, for a subset A of S(c), dist(z, A) == inf{||z —y|| : y € A}. Assuming that
N, is non empty there exists a locally Lipschitz function g : S(c) — [0,1] such

that ~
_J 1TonN,
~ | Oon N
We also define on S(c) the vector field W by
_ Y(u) G
(3.4) W(u) = g<u)|\Y(u)H 1f~u € S(e)
0if u e S(e)\S(c)
and the pseudo gradient flow
d
(3:5) { (0, u) = u.

The existence of a unique solution 7(¢,-) of (3.5)) defined for all ¢ € R follows
from standard arguments and we refer to Lemma 5 in [9] for this. Let us recall
some of its basic properties that will be useful to us
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e 7)(t,-) is a homeomorphism of S(c);
o n(t,u) =wufor all t € Rif |[F(u) —v(c)| > 2u;
o LF(n(t,u)) = (dF(n(t,u)), W(n(t,u))) <0 for all t € R and u € S(c).

Proof of Lemma([3.1] : Let us define, for x> 0,
A, ={ue S(c)st. |F(u) —~(c)| < p, dist(u,V(c)) <2u}.

In order to prove Lemma|3.1|we argue by contradiction assuming that there exists
i € (0,7v(c)/4) such that

(3.6) w€ AN B(0,3Rg) = [[F'|50)(w)l[— > 2.
Then it follows from that
(3.7) u € AN B(0,3Ry) = u € N,
Also notice that, since by ,
d

[zt u)ll <1, VE>0,Vu e S(e),

there exists sp > 0 depending on i > 0 such that, for all s € (0, s¢),
(3.8) uwe ApNB(0,2Ry) = n(s,u) € B(0,3Ry) and dist(n(s, u),V(c)) < 2.
We claim that, taking e > 0 sufficiently small, we can construct a path g.(t) € T,

such that

Flg.(t) <
max (g-(t) < ~(c) +¢

and
(3.9) F(g:(t)) > v(c) = ¢:(t) € A0 B(0,2Ry).

Indeed, for € > 0 small, let u € V(¢) be such that F'(u) < y(c) + € and consider
the path defined in Lemma [2.3] by

(3.10) ge(t) = w2+ for ¢t € [0, 1].
Clearly
max F(g-(t)) < v(c) +e.
t€[0,1]
Also for tf > 0 such that (1 —t5)A; +t:Ae = 1 we have, since g.(t%) € V(c), that
(3.11) d—QF( (s))x = —lB(u) — 3( —-2)(5— 3 )C(u) < —Cho <0
’ d?s e [tz = 4 2p p 2p = 0

where ky > 0 is given in Lemma (2). The estimate (3.11)) is uniform with
respect to the choice of ¢ > 0 and of u € V(¢). Thus, by Taylor’s formula, it is
readily seen that

{t€0,1]: F(g=(t)) = v(e)} C [t2 — ae, 12 + o]
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for some . > 0 with a. — 0 as ¢ — 0. The claim (3.10]) follows for continuity
arguments.

We fix ae € (0, 21; fiSo) such that 1' hold. Applying the pseudo gradient flow,
constructed with 1 > 0, on g.(t) we see that 7(s, g-(+)) € I'. for all s > 0. Indeed

n(s,u) =u for all s > 0 if |F(u) — v(c)| > 2 and we conclude by Remark [2.1]

4e
We claim that taking s* := — < sg
fi

(3.12) max F(n(s*, g:(1))) < ~(c).

If hold we have a contradiction with the definition of ~(c¢) and thus the
lemma is proved. To prove for simplicity we set w = g.(t) where ¢t € [0, 1].
If F(w) < v(c) there is nothing to prove since then F(n(s*,w) < F(w) < ~(c) for
any s > 0. If F(w) > v(c) we assume by contradiction that F'(n(s,w)) > ~(c) for
all s € [0, s*]. Then by and (3.9), n(s,w) € AzNB(0,3Ry) for all s € [0, s*].
In particular ||Y(n(s,w))|| > 2 and g(n(s,w)) = 1 for all s € [0, s*]. Thus

@ (s ) — (dE (s, 0, D)
355, 0) = W@F (s, w), ~ L),

. . . . 4e
By integration, and since s* = —, we get
T

Fn(s*, w)) < Fw) — pis™ < (y(¢) + &) = 2e <7(c) —e.
This proves the claim (3.12)) and the lemma. d

Lemma 3.2. Let p € (1,6), then there exists a sequence {u,} C S(c) and a
constant o > 0 fulfilling

Q(un) = o(1), F(un) = ~(c) + o(1),
1F Lo (wa)llz-1 = o(1), ||un|| < o
Proof. First let us consider {u,} C S(c) such that {u,} C B(0,3Ry),
dist(un, V(c)) = o(1), |F(un) = v(c)| = o(1), ||F[s(e)(wa)||l-1 = o(1).

Such sequence exists thanks to Lemma (3.1, To prove the lemma we just have to
show that Q(u,) = o(1). It is readily checked that ||dQ(-)||g-1 is bounded on any
bounded set of H!(R3) and thus in particular on B(0,3R,). Now, for any n € N
and any w € V(c) we can write

Q(un) = Q(w) + dQ(au, + (1 — a)w)(u, — w)
where a € [0,1]. Thus since Q(w) = 0 we have
(3.13) Qun)l < max NdQl - lun — wl]

u€B(0,3Ro
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Finally choosing {w,,} C V(c) such that
|| tn, — Wy || = dist(un, V(c)) as m — oo,
since dist(un,V(c)) — 0 we obtain from (3.13) that Q(u,) = o(1). O

4. COMPACTNESS OF OUR PALAIS-SMALE SEQUENCE

Proposition 4.1. Let {v,} C S(c) be a bounded Palais-Smale for F(u) restricted
to S(c) such that F(v,) — 7(c). Then there is a sequence {\,} C R, such that,
up to a subsequence:

(1) v, — v. weakly in H'(R3);

(2) \p = e in R;

(8) —Avy, — My + (2] % o)) v — [0 P20, — 0 in HH(R3);

(4) =Av, — Aty + (|21 [0a]P) v — |0n|P 20, — 0 in HY(R?);

(5) —=Ave — Aeve + (|| 7" % [0 )ve — 0?20 = 0 in HH(R3).

Proof. Point (1) is trivial. Since {v,} C H'(R?) is bounded, following Berestycki
and Lions (see Lemma 3 in [9]), we know that:

Flls@(v,) — 0 in HY(R?)
= F'(v,) — (F'(v,),v,)v, — 0in H '(R?).

Thus, for any w € H'(R3),

2
(F'(vp) — (F'(vp), vp)opn, w) = [ Vv,Vwdz +/ Mvn(y)w(y)dxdy
R3 R3 JR3 |$_y|
—/ |vn|p_2vnwdx—/\n/ v (z)w(z)dz,
R3 R3
with
1 [on () [Pon (2)?
4.1 Ap = |2 ———————dxdy — ||v, || .
( ) anH2{va ”2+/R3 /R3 |37—y| ray HU Hp}

Thus we obtain (3) with {\,} C R defined by (£.1). If (2) holds then (4) fol-
lows immediately from (3). To prove (2), it is enough to verify that {\,} C R
is bounded. But since {v,} € H*(RY) is bounded, by the Hardy-Littlewood-
Sobolev inequality and Gagliardo-Nirenberg inequality, it is easy to see that all
terms in the RHS of are bounded. Finally we refer to Lemma 2.2 in [35] for
a proof of (5). O

Lemma 4.1. Let p € (4,6) and {u,} C S(c) be a bounded sequence such that
Q(u,) =0(1) and F(u,) — v(c) with y(c) > 0,

then, up to a subsequence and up to translation u, — u # 0.
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Proof. If the lemma does not hold it means by standard arguments that {u,} C
S(c) is vanishing and thus that C(u,) = o(1) (see [28]). Thus let us argue
by contradiction assuming that C(u,) = o(1), i.e. that, since Q(u,) = o(1),
A(uy)+1B(uy,) = o(1). Now from we immediately deduce that F'(u,) = o(1)
and this contradicts the assumption that F'(u,) — vy(c) > 0. O

Lemma 4.2. Let p € (§,6), A € R. Ifv e H'(R®) is a weak solution of
(4.2) — Av+ (2] * [v]?) v = oo = v

then Q(v) = 0. Moreover if X > 0, there exists a constant ¢o > 0 independent on
A € R such that the only solution of (4.2)) fulfilling ||v]|3 < co is the null function.

Proof. The following Pohozaev type identity holds for v € H*(R?) weak solution

of (4.2), see [14],

1 2 2
—/ |Vv|2dx+§/ dedy—§/ |v|pdx——/ v|? d.
2 Jgs 4 Jrs Jrs ER] D Jrs

By multiplying (4.2) by v and integrating we derive a second identity

|Vv|2dx—|—/ o) vly d dy — / [v]P dx = A / v)? da.
R3 R3 JR3 |z =yl

With simple calculus we obtain the following relations

Av) + }lB(u) 43 (]’2%2) Cv) =0,
5p — 12 B(v)
3p—6 )T

The first relation of (4.3]) is @(v) = 0. This identity together with the Gagliardo-
Nirenberg inequality assures the existence of a constant C'(p) such that

(4.3)

= AD(v).

(14)  AW) - CO)AW) T D)™ < AWw) +3 (p2p2) ) <0,
(4.5) A(v)" 7" < C(p)D(v)7".

Now we recall that by the Hardy-Littlehood-Sobolev inequality and the Gagliardo-
Nirenberg inequality we have

(4.6) B(v) < CA(v)2D(v)2,
then, from the second relation of (4.3]) we obtain

(4.7) AD(v) < ( ?f; __66)/1@) + () A D)3,
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Notice that (4.5) tells us that, for any solution u of (4.2) with small L?*-norm,
A(u) must be large. This fact assures that the left hand side of (4.7)) cannot be
non negative when D(v) is sufficiently small. O

Lemma 4.3. Let p € (10 6). Assume that the bounded Palais-Smale sequence
{u,} € S(c) given by Lemmam is weakly convergent, up to translations, to the
nonzero function u. Moreover assume that

(4.8) Vey € (0,¢), v(c1) > v(c).
Then ||u, — u|| — 0. In particular it follows that u € S(c) and F(u) = v(c).
Proof. Let T(u) := $B(u) + %C’(u) such that

1
(4.9) F(u) := §HVUH§ + T'(u).
In [5] or [35] it is shown that the nonlinear term 7" fulfills the following splitting
properties of Brezis-Lieb type (see [10]),
(4.10) T(u, —a) + T(a) = T(u,) + o(1).

We argue by contradiction and assume that ¢; = ||u||3 < ¢. By Proposition
(5) and Lemma [4.2] we have Q () = 0 and thus @ € V/(¢;). Now since u, —u — 0,

(4.11) IV (un = @)lI3 + IVEl3 = [IVunllz + o(1).
Also since {u,} C S(c) is a sequence at the level v(c) we get

1
(4.12) SIVenlls + T(un) = (c) + o(1).
Combining (4.10)- (4.12)) we deduce that
1 _ 1, _ _

(4.13) §|]V(un —a)||3 + §HVUH§ + T(u, —u) + T () =~(c) + o(1).
At this point, using that u € V(¢;) and Lemma [2.3| we get from (4.13) that
(4.14) F(u, —a) +v(c1) <v(e) +o(1).
On the other hand,

_ 2 _ 3p — 10 3p —8 _
4.15) F(u,—u)— ——Q(u,—u) = A(u, — Uy, —U

and

(416)  Q(un — ) = Qun — @) + Q) = Q(uy) + o(1) = o(1).

JFrom (4.15) and (2.2) we deduce that F(u, —u) > o(1). But then from (4.14)
we obtain a contradiction with (4.8)). This contradiction proves that |u]|3 = ¢
and F( ) > 7v(c). Now stlll by (4.14) we get F'(u, —u) < o(1) and thanks to

and ( - ) A(u, — 1) = o(1). i.e |V(u, — )|z = o(1). O
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Lemma 4.4. Let p € (%,6). Assume that the bounded Palais-Smale sequence
{un} C S(c) given by Lemmal[3.9 is weakly convergent, up to translations, to the
nonzero function u. Moreover assume that

(4.17) Vey € (0,¢), v(er) > v(e)
and that the Lagrange multiplier given by Proposition [4.1] fulfills
Ae # 0.

Then ||u, — @|| — 0. In particular it follows that u € S(c) and F(u) = v(c).
Proof. Let us argue as in Lemma [£.3] We obtain again
F((un — 1)) +7(c1) < 7(c) + 0(1),

2 _ 3p—10

Bl =8) = 55 =gy A =W =5, =)

A(u, —u) +

and
Q(un — 1) = Q(uy, — ) + Q1) = Q(un) + o(1) = o(1).

Thanks to we conclude that
3p—10
6(p —2)

3p—8

Au, —u) + 2G=2

B(u, —u) = o(1).

Then
(4.18) A(u,, —u) = o(1), B(u, —u) = o(1) and also C(u,, —u) = o(1),
since Q(u, — 1) = o(1). Now we use (5) of Proposition [{.1] i.e
A(up) — AeD(uyn) + B(uy) + C(u,) = A(a) — AcD(@) + B(a) + C(a) + o(1).
Thanks to the splitting properties of A(u), B(u), C(u) and to (4.18) we get
—AeD(u,) = =A.D(u) + o(1),

which implies D(u,—u) = o(1), i.e ||u, — ||z = o(1). From this point we conclude
as in the proof of Lemma [4.3] U

Admitting for the moment that ¢ — 7(c) is non-increasing (we shall prove it
in the next section) we can now complete the proof of Theorem .

Proof of Theorem[1.1. By Lemmas [3.2] and there exists a bounded Palais-
Smale sequence {u,} C S(c) such that, up to translation, u, — u. # 0. Thus, by
Proposition [4.1] there exists a A. € R such that (u., \.) € H(R?)\{0} x R solves
(1.2). Now by Lemma there exists a ¢y > 0 such that A\, < 0 if ¢ € (0, ¢).
Also we know from Theorem (ii) that holds. At this point the proof

follows from Lemma [4.4] O
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5. THE BEHAVIOUR OF ¢ — 7(c)

In this section we give the proof of Theorem [I.2] Let us denote

— 3 t
(5.1) M(c) = Juf max I (u),
and
(5.2) WAC)ZquQPYU)

Lemma 5.1. For p € (,6), we have:

1(e) = m(e) = 7(o).

Proof. When p € (1,6), from Lemma we know that v(c) = 12(c). In ad-
dition, by Lemma , it is clear that for any u € S(c), there exists a unique
to > 0, such that v € V(c) and maxy~g F(u') = F(u) > 73(c), thus we get
11(€) > 72(c). Meanwhile, for any u € V(c), maxeso F'(u;) = F(u) and this
readily implies that v1(c) < 42(c). Thus we conclude that v;(c) = y2(c). O

Lemma 5.2. We denote

- bt .%H)}
fla,b,c) r?;aox{a t“+b-t—c-t2 ,

where p € (%—0,6) and a > 0,b > 0,c > 0 which are totally independent of t.
Then the function: (a,b,c) — f(a,b,c) is continuous in RT x R x Rt (here
we denote R® the non negative real number set).

Proof. Let g(a,b,c,t) =a-t>+b-t—c- t30=2) then

3p—8

3
Otg(a,b,c,t):2a-t+b—§(p—2)-c-t T,

3p—6 3p—38 3p—10

. et 2.

2 2

It’s not difficult to see that for any (ag, by, co) with ag > 0,b9 > 0,¢o > 0, there
exists a unique t; > 0, such that 9;g(ag, by, co,t1) = 0 and 92 g(ag, by, co,t1) < 0,
thus f(ao, bo, co) = g(ao, bo, co, t1). Then applying the Implicit Function Theorem
to the function d,g(a, b, ¢, t), we deduce the existence of a continuous function ¢ =
t(a,b,c) in some neighborhood O of (ag, by, ¢p) that satisfies 0,g(a, b, ¢, t(a, b, c)) =
0, 92g(a,b,c,t(a,b,c)) < 0. Thus f(a,b,c) = g(a,b,c,t(a,b,c)) in O. Now since
the function g(a, b, ¢, t) is continuous in (a, b, ¢, t), it follows that f(a,b,c) is con-
tinuous in (ag, by, ¢p). The point (ag, by, o) being arbitrary this concludes the
proof. O

Oig(a,b,c,t) = 2a —

Lemma 5.3. When p € (12,6), the function ¢ — v(c) is non increasing for ¢ > 0.
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Proof. To show that ¢ — ~y(c) is non increasing, it is enough to verify that: for
any c; < co and € > 0 arbitrary, we have

(5:3) v(e2) <) +e

By definition of ~(c;), there exists u; € V(c1) such that F(uy) < vya(c) +
Thus by Lemma [5.1], we have

N

(5.4) Flu) <) + 5
and also
(5.5) F(uy) = max F(u}).

t>0

We truncate u; into a function with compact support u; as follows. Let n &€
C5°(R?) be radial and such that

L, ] <1,
n(x) =< €0,1], 1 < |z| <2,
0 |z| > 2.

Y

For any small § > 0, let
(5.6) uy(z) = n(ox) - uy(z).

It is standard to show that u(z) — uy(x) in HY(R?) as § — 0. Then, by conti-
nuity, we have, as 6 — 0,

(57) A(’ljl) — A(ul), B(Hl) — B(ul) and C’(ﬁl) — C(Ul)

At this point applying Lemma [5.2] we deduce that there exists § > 0 small
enough, such that

t? 5
~ty U~ ~ 3(p—2) 1~
I?SOXF(ul) = Igaox{QA(ul)—l—tB(ul)—l—t P C’(ul)}
t2 8
< max {§A<u1) +tB(u) + tf(p’z)C(ul)} +

t>0

o

_ ty €
(5.8) = I?>aOXF('LL1) +1
Now let v(z) € C§°(R?) be radial and such that supp v C Bag,y1\Bag,;. Here
supp v denotes the support of v and Rs = %. Then we define
v = (c2 = @)/ w3 - v
for which we have ||v||2 = ca—||u1]|2. Finally letting v} = A2vg(Az), for A € (0, 1),
we have [|v}]|3 = |lvol|3 and

(5.9) A()) = A2+ A(wg), B(v)) = X - B(wg) and C(v}) = Az(P2) C(vp).
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Now for any A € (0, 1) we define wy = @; + v;. We observe that

2R 2.2
(5.10) dist{supp ty, supp v3} > T‘S — Ry = S(X —1).

Thus [|wy||2 = |[a1]|3 + ||vg]|3 and wy € S(cz). Also

(5.11) Alwy) = A(wy) + A(vg) and C(wy) = C(uy) + C(vp).
We claim that, for any A € (0,1) ,

(5.12) |Blwn) = Blin) — Bu)| < Al - 13
Indeed, from (|5.10)),

(@ + ) () = @(2) + ()" (@), (@ + )" (v) = By) + ()° (v).
Thus

By = /RS/RS (W + ) |) (u1+v0)2(y)dmy

:L‘_

_ // dxdy+2//u1 - (v0) ()dxdy
R3 JR3 |95— R3 JR3 |x—y|

I / / Uo (z) - Uo) (y)d:vdy
R3 JR3 |ac—

= B(u) + B(vg) +2/ / i) - (v0) ()dxdy
R3 |ZL'—

with

~ 2
/ / ui(z) - (U())‘) (y)d:cdy _ / / U7 ( 6\) (v )dxdy
R3 JR3 |I - yl supp U1 J supp v} |'I - y|
< oo [ @@ 60) wdsdy
B 2(2 - )‘) supp ui J supp vé

oA
m ||U1H2 H%Hz

IN

IN

IIU1||2 HvoH2

and then (5.12)) holds. Now from (5.11)), (5.12)) and using (5.9) we see that
(5.13) A(wy) = A(uy), B(w,\) — B(ﬂl) and C(w,) — C(uy), as A — 0.

Thus from Lemma [5.2] we have that, fixing A > 0 small enough,

¢ ~ty ,
(5.14) max F(w)) < I?j)XF(’U,l) +
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Now, using Lemma [5.1] (5.14), (5.8), (5.5) and (5.4) we have that

< by < )+ <
v(e2) S max F(wy) < max F(u) + 7
€
< B4+ =
< max F(ug) + 5
£
= Flu)+5<9(a)+e
and this ends the proof. O

Lemma 5.4. When p € (£,6), ¢ v(c) is continuous at each ¢ > 0.

Proof. Since, by Lemma ¢ — 7(c) is non increasing proving that it is contin-
uous at ¢ > 0 is equivalent to show that for any sequence ¢, — ¢*

(5.15) v(e) < lim ().

cpn—ct

Let € > 0 be arbitrary but fixed. By Lemma [2.3] we know that there exists
upn € V(cy,) such that

(5.16) Flun) < v(en) + 5
We define u, = = - u, := py, - uy. Then u, € S(c) and p, — 17. In addition

W) < maxF(@,)

>0
5.17 = r 2A t ‘B o C
(5.17) = (R AGn) + T Bl) + )
Since u, € V(c,) and ¢, — ¢*, using the identity
2 3p— 10 3p—8
5.18) Flu,) — ———Q(u,) = ——A(u,) + ———B(u,),

it is not difficult to check that A(u,), B(u,) and C(u,) are bounded both from
above and from zero. Thus without restriction we can get that

A(u,) - A>0, B(u,) > B>0 and C(u,) — C <0.

Indeed, A > 0,B > 0,C < 0 are trivial and it is also easy to verify by contradic-

tion that A # 0,C # 0 from (4.6)), (5.18) and the fact

3p—6
2p

Qutn) = Alutn) + ~Bluy) +

1 C(u,) = 0.
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Now recording that p, — 17, using Lemma twice, we get from (5.17)), for any
n € N sufficiently large

A B C 3( 9
~ 2 A YE () N
max () < mad ()8 + ()= (=) 7+
Alun) | o B( C(un) 2 (p—2) €
< —_— p—
< max{(— )+ ( Jo— (==t 3
_ tyy & _ £
(5.19) = ntﬂ;aOXF(un) tg= F(un) +3
Now from (5.16)) and (5.19)) it follows that v(c) < v(c,)+e¢ for n € N large enough
and since € > 0 is arbitrary ([5.15]) holds. O

Lemma 5.5. Let p € (§,6) and (uc, Ac) € H'(R?*) x R solves
—Av = v+ (||« oo = [o]P~20 = 0 in R?,

with F(uc) = infuey ) F(u) = v(c). Then A, < 0 and moreover if A\ < 0 the
function ¢ — ~(c) is strictly decreasing in a neighborhood of c.

Proof. To prove the lemma it suffices to show that if A\. < 0 (A. > 0) the function
¢ — 7(c) is strictly decreasing (increasing) in a neighborhood of ¢. Indeed, in
view of Lemma [5.3] the case \. > 0 is then impossible.

The strict monotonicity of the function ¢ — 7(c) when A, # 0 is obtained as a
consequence of the Implicit Function Theorem.
Let us consider the following rescaled functions u;g(x) = 02t2u,(0x) € S(tc) with
0 € (0,00) and t € (0,00). We define the following quantities

(5.20) a(t,0) = F(uy),
(5.21) B(t.0) = Q(u).
Simple calculus shows that
da(t,0) 1 1
(5:22) 5 = 5 (A + Bl + ) = e
da(t,0) 0*a(t, 0)
5.23 =0, —— < 0.
( ) o0 [(1,1) 0%0 l(1,1)

Following the classical Lagrange Theorem we get, for any d; € R, dy € R,
da(t, 0 da(t, 0
(16) 5 dalt0)
ot ) o0 |(£.8)
where |1 —¢] < |&] and |1 — 0| < |dg|, and by continuity, for sufficiently small
d; > 0 and sufficiently small |dp|,

(5.25) a(l+8,148) <a(l,1) if A <0

(5.24) a(l+ 6,1+ 0p) = a(1,1) + 6
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(5.26) a(l—6,1+48) <a(l,1) if A >0.

To conclude the proof it is enough to show that 5(¢,u) = 0 in a neighborhood
(1,1) is the graph of a function ¢g : [1 —¢,1 +¢] — R with € > 0, such that
t,g(t)) =0 fort € [l —¢e,1+ ¢]. Indeed in this case we have when A\, < 0 by

p.25)

=

(6}

e\
—~

1 — inf F)<F o) < F(u,) =
WA+e)) = inf () < Fluregng) < Flu) =(0)

and when A. > 0 we have by ((5.20)

1—e)e)= inf  F(u) < Flu_egu) < Fluc) = (c).
W(A=e)e)= ot ) < Flin-cgo-e) < Flue) =7(c)

To show the graph property by the Implicit Function Theorem it is sufficient to
show that

op(t, 0
o s,
By simple calculus we get
P =2+ 2 -0
Using the fact that Q(u.) = 0 we then obtain
a@;”@U:@—;)Am9+u—gmBmJ
Then, since p > % we see that to have
9p(t, 0)
a0 |4 -
necessarily A(u.) =0 and B(u.) = 0. Thus the derivative is never zero. O

Lemma 5.6. We have y(c) = oo as ¢ — 0.

Proof. By Theorem [1.1{ we know that for any ¢ > 0 sufficiently small there exists a
couple (ug, A\e) € H'(R3) x R~ solution of (1.2)) with ||u.||3 = ¢ and F(u.) = v(c).
In addition by Lemma[t.2] Q(u.) = 0. Thus u. € H*(R®) fulfills

(5.28) 0=0Q(u.) = A(ue) + iB(uc) +

(5.20) 1(6) = Flue) = 5A(me) + 1 Buc) + }ch
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We deduce from (5.28) that A(u.) < —3(’;—;2)0(%) and thus it follows from
Gagliardo-Nirenberg inequality that

3(p —2) ~ o2 =
V|l < THUCHZ <) - Vuelly * - lluella®
ie
~ 3p=10 4,
(5.30) 1<Cp)-[IVuelly * -
Since p € (%, 6), we obtain that
(5.31) V|3 — oo, as ¢— 0.
Now from ((5.28]) and (5.29)) we deduce that
3p — 10 3p—8
5.32 c)=F(u,) = —A(u.) + ————B(u.).
and thus from ([5.31)) we get immediately that v(c) — oo as ¢ — 0. O

6. PROOF OF THEOREM [L.4] AND LEMMA [L.1]
In this section we prove Theorem Let us first show

Lemma 6.1. Let p € (13—0,6), for each u. € M, there exists a \. € R such that
(tes Ae) € HYR3) x R solves (1.9).

Proof. From Lagrange multiplier theory, to prove the lemma, it suffices to show
that any u. € M, is a critical point of F'(u) constrained on S(c).

Let u, € M, and assume, by contradiction, that ||F’|s)(uc)|m-1ms) # 0.
Then, by the continuity of F”, there exist § > 0, > 0 such that

v € B, (30) = [|[F's() ()|l m-1(r3) > 1,

where B, (9) :={v € S(c) : ||v—u.l <d}.
Let & := min{v(c)/4, u6/8}. We claim that it is possible to construct a defor-
mation on S(c) such that
(1) n(1,v) = v if v & F7Y([v(c) — 2¢,7(c) + 2¢]),
(i) n(1, F O+ B, (9)) C F79~<,
(iii) F(n(l,v)) < F(v), Vv € S(c).
Here, F'¢ := {u € S(c) : F(u) < d}. For this we use the pseudo gradient flow on
S(c) defined in (3.5 but where now g : S(¢) — [0, d] satisfies

g(v) = { 0 ifv e By (20) N F~([v(c) —&,7(c) +¢)
0 if v g F7([y(c) — 2e,7(c) + 2¢]).
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With this definition clearly (i) and (iii) hold. To prove (ii) first observe that if
v € Y9t B, (9), then n(t,v) € B, (26) for all t € [0, 1]. Indeed

)
C Yl
| ~otnts Dt e

t
< / lg(n(s, o)l ds < t5 < 6.
0

Io(to) = ol = |

In particular for s € [0, 1], g(n(s,v)) = ¢ as long as F(n(s,v)) > v(c) —e. Thus if
we assume that there exists a v € F©+ M B, _(§) such that F(n(1,v)) > v(c) —
we have

Fr(10) = Plo)+ [ GF@ o)

= F()+ [ (AP 0), =gttt 0) e
F) -2 <a0) +e 2 < (o) -
i.e. n(1,v) € F"9~¢. This contradiction proves that (ii) also hold.

IN

Now let g € I'. be the path constructed in the proof of Lemma by choosing
v =u. € V(c). We claim that

(6.1) max F(n(1,g9(t))) < v(c).

t€[0,1]

By (i) and Remark [2.1 we have 77(1 g(t)) € I'.. Thus if (6.1]) holds, it contradicts
the definition of v(c¢). To prove , we distinguish three cases:
a) If g(t) € S(c)\ By, (0), then using (iii) and Lemma [2.2] (6)

F(n(1,9(t)) < F(g(t)) < F(uc) = ().
b) If g(t) € F9~¢ then by (iii)
F(n(1,9(t))) < F(g(t)) <~(c) —
c) It g(t) € F~'([v(c) — &,7(c) +€]) N Bu.(9), then by (i)
F(n(1,9(t))) < ~(c) -

Note that since F'(g(t)) < y(c), for all t € [0, 1] one of the three cases above must
occurs. This proves that (6.1) hold and the proof of the lemma is completed. [

Proof of Theorem[1.J} We know from Lemma [6.1] that to each u. € M, is asso-
ciated a \. € R such that (u., \.) € H'(R?) x R is solution of (1.2)). Now using
Lemmas we deduce that necessarily \. < 0. Ol
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Proof of Lemmal[I1 Let u, € H'(R* C) with u. € V(c). Since ||V]ucl[la <
|Vu|l2 we have that F'(|u.]) < F(u.) and Q(|u.]) < Q(u.) = 0. In addition, by
Lemma 2.2, there exists to € (0, 1] such that Q(|u.|") = 0. We claim that

(6.2) F(lu*) <to- F(u.).
Indeed, due (2.2) and since Q(|u.|") = Q(u.) = 0, we have
3p— 10 3p—8
F(lu) = - Ve |3 + to - ———T(|ue
(") = 6 Sl I+ 1o 2= T ()
3p—10 9 3p—8
= to- (to ||V |ue] |2 + ———T(u,
o+ (10 SE G IV + =T (o))
3p — 10 9 3p—8
< to | 7——=I|Vue ——T(u,
< i (G IVeld+ =700
= toF(UC>

Thus if u, € H'(R3,C) is a minimizer of F(u) on V(c) we have
Flu) = inf F(u) < F(Juf®) < to- F(u).
ue Cc

which implies ¢ty = 1 since to € (0,1]. Then Q(|u.|) = 0 and we conclude that
(6.3) IVIuelllz = [Vuellz and  F(juc]) = F(uc).

Thus point (i) follows. Now since |u.| is a minimizer of F'(u) on V(¢) we know by
Theorem that it satisfies for some \. < 0. By elliptic regularity theory
and the maximum principle it follows that |u.| € C*'(R3 R) and |u.| > 0. At this
point, using that ||V|uc|||2 = ||Vucl||2 the rest of the proof of point (ii) is exactly
the same as in the proof of Theorem 4.1 of [1§]. O

7. PROOF OF THEOREMS AND [L.3]

In [I9] the authors consider the functional F'(u) as a free functional defined in
the real space

E = {ue€ D"*(R?): /]R3 /]st %dwdy < o0}

equipped with the norm

|ullg == </R3 \Vu(z)|*dx + (/Rg/RS %dwdy)%f_

Clearly H'(R3 R) C E. They show, see Theorem 1.1 and Proposition 3.4 in [19],
that F'(u) has in E a least energy solution whose energy is given by the mountain
pass level

1 = inf F(~(t
(7.1) m := inf max (v(t)) >0
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where

I':={y € C([0,1], £),7(0) = 0, F(y(1)) < 0}.
Lemma 7.1. For any ¢ > 0 we have vy(c) > m where m > 0 is given in :

Proof. We fix an arbitrary ¢ > 0. From Lemma [L.1] we know that the infimum of
F(u) on V(c) is reached by real functions. As a consequence in the definition of
v(c), see in particular (5.1)), we can restrict ourself to paths in H'(RY, R) instead
of HY(RY, C). To prove the lemma it suffices to show that for any g € I, there
exists a v € I such that
7.2 F(g(t)) > F(~(t)).
(7.2) max F(g(t)) = max F(y(t))
Let v € S(c) be arbitrary but fixed. Letting v?(z) = 62v(0x) we have v? € S(c)
for any § > 0. Also taking § > 0 sufficiently small, v/ € Ag.. Now for g € T,
arbitrary but fixed, let y5(t) € C([3, 3], Ax.) satisfies 79(3) = v?,7(35) = g(0),
and consider y(t) given by
4t?, 0

7(t> = Yo (t)7 i )

g2t —1), $<t<1

Since S(c) € H'(R3) C E by construction v € I'. Now direct calculations show
that, taking 6 > 0 small enough, F(4tv?) < F(v*) for any ¢ € [0, ]. Thus

max F'(y(t)) = max F(y(t)).

te[0,1] te[1,1]
Recalling that vy(t) € A, for any t € [i, %], we conclude from Theorem that

mmax I (v(t) = o F(y(t)) = max F(g(t))

and ([7.2) holds. This proves the lemma.

2’]

Lemma 7.2. There exists y(c0) > 0 such that y(c) — v(c0) as ¢ — oo.

Proof. The existence of a limit follows directly from the fact that ¢ — ~(c¢) is
non-increasing. Now because of Lemma [7.1] the limit is strictly positive. O

Proof of Theorem[1.5 As we already mentioned this proof is largely due to L.
Dupaigne. It also uses arguments from [I2] and [16]. We divide the proof into
two steps.

Step 1: Regularity and vanishing: let (u, \) with u € E and A < 0 solves (|1.2)),
then u € L*(R?) (N C*(R?) and u(z) — 0, as |z| — oc.
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We set ¢, (x) = ﬁlxl x u?. Clearly since u € F then ¢, € D"?(R3). We denote
H=—-A+(1-)). Since A <0, H! exists in L"(R?) for all n € (1,00). The
operators H and —A being closed in L7(R?) with domain D(H) C D(—A), it
follows from the Closed Graph Theorem that there exists a constant C > 0 such
that

(7.3) |1Aull, < Cl|Hull,,
for any u € D(H). Now we write (1.2)) as
(7.4) u=H'u— H Y¢u) + H (|ulP"?u)

and we claim that
(7.5) H'w e PN L®°(R?) and H ' (¢,u) € L* N L=(R?).
Indeed, u € L%R?) for all ¢ € [3,6], see [32], and from (7.3) and Sobolev’s

embedding theorem, we obtain
(7.6) H'u e WH(R?) — L*(R*), V ¢ € [3,6].

Now since ¢, € DM?(R3) — L%(R?), by Holder inequality, ¢,u € L(R?*) holds for
any t € [2,3] and we have

(7.7) H ' (pyu) € WH(R?) — L™(R?), V t € [2,3].
At this point the claim is proved. Next we denote
(7.8) vi=u+ H ' (¢pyu) — H u.

By interpolation, and using (7.5, we see that v € LY(R?) for all ¢ € [3,6]. Now
since u € L1(R?), for all ¢ € [3,6], (7.4) implies that

(7.9) Hov = |u|P"%u € L7 1 (R?).
By (7.3) and Sobolev’s embedding theorem, we conclude from ((7.9) that
1 -1 2
(7.10)  ve L'(R%), forallr > —L— such that -~ > 2 —— — =
p—1 r q 3

Next we follow the arguments of Cazenave [12] to increase the index r.
For j > 0, we define r; as:
1 , 2 2 1

S sp—1) + Cwithd=—o 2
T -2 »

Since p € [3,6), then 6 > 0 and -- is decreasing with = — —oco as j — oo. Thus

J

there exists some k& > 0 such tha‘é

1
— >0 for 0<i<k;
T Tk+1
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Now we claim that v € L™(R3). Indeed, 7o = p as j = 0 and it is trivial that
v € L™(R3). If we assume that v € L"(R3) for 0 < i < k, then by (7.8) and

(7.5)), we have u € L"(R?). Thus following ((7.10) we obtain

1 -1 2 1
suchthat—zp — == )
1 r T 3 Ty

T

v e L"(R?), forall r >

In particular, v € L+ (R?) and we conclude this claim by induction. Now since

v € L™ (R3) it follows from (7.8) and (7.5 that u € L™ (R3) and we get that
1 -1 2 1
suchthat—zp —_ =
p—1 r Tk 3 Ten

Since 1/7).41 < 0 we obtain that v € ;<. L*(R?) and thus also u € (N3opc oo L*(R?).

v e L'(R?), forall r> i

At this point we have shown that
Hu =u — ¢yu+ |ul?u
with for all « € [3, o0],
we L*NL®[R?Y), ¢yue Lita(R®) and |ulP%u € LiT N L¥(R).
Since &% € [3,6] for a € [6, 00], by interpolation and we obtain that

(7.11) u e W>s5a (R?) for any a € [6,+0c].

Thus by Sobolev’s embedding, u € L®(R3)(C'(R?). Also there exists a se-
quence {u,} C C1(R3) such that u, — uin W>sta (R?). When o > 6, W>5ta (R?) <
L>(R3). Thus u, — u uniformly in R* and we conclude that u(z) — 0 as
|z| = 0.

Step 2: Exponential decay estimate.

First we show that ¢, € C*7(R?), Vy € (0,1) and that there exists a constant
Co > 0 such that

C

(7.12) b >

, forall |z| > 1.
]

Since ¢, € D"“*(R?) solves the equation —A® = 4r|ul? and v € L%(R3) by
elliptic regularity ¢, € VV;S(RS), Thus by Sobolev’s embedding, ¢, € C%7(R3),
Vv € (0,1). In particular

Co = min Ou(z) >0
where Bp = {z € R? : |z| < R}. Indeed, if ¢,(79) = 0 at some point x5 € R?
with |zo| = 1, then u(z) = 0 a.e. in R.
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Now for an arbitrary Ry > 0, let w; = ¢, — €. Then

|z

—Aw; =47u® >0, in Bg, \ Bi;

wy > 0, on 0By,
wy > —%, on 0Bg,

and the maximum principle yields that

Letting Ry — oo, it follows that w; > 0 in R*\ B; and thus (7.12)) holds.

Now we denote by u™(u™) the positive (negative) part of u, namely u*(z) =
max{u(z),0} and v~ (x) = max{—u(z),0}.
By Kato’s inequality, we know that Au™ > x[u > 0]Aw, see [4]. Thus

(7.13) — Aut = dut 4+ ¢y - ut < ()P in RE
Let us show that there exist constants C' > 0 and R; > 0 such that

(7.14) ut(z) < Copu(z) for |z| > Ry.

d

_m’

To prove this, we consider wy = u™ — @, for a constant d > 0. Then (7.13

and A < 0 imply that

—Awy < (u)Pt —47u®, in |z > 1.

Since lim;|00 u(z) — 0 and p > 3, then (u™)P~! — 47u? < 0 holds in |z| > R,
for some R; > 0 large enough. Thus for any R > R; and taking d > 0 large
enough we have

—AwQSO, in BR\BRl;
wy <0, on OBR,;
we < maxgp, U — %, on OBp.
Then by the maximum principle, we have ws < maxgp, u™ — % in Br \ Bg,-

Letting R — oo we conclude that wy < 0 in R\ Bg,. This, together with (7.12),
implies ((7.14)).
JFrom ([7.13)) we have for any o > 0 and since A < 0,

(7.15) < (i — fut (u+)1’—2) ut.
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Using (7.12) and (7.14)), for |x| > Ry > 1, by choosing 0 < o < Cp, we have

% — gy + (uh)P? < 010 Py — Gy + (w2

< —(1- 1)571u++<u+)p—2
Co

— (1= 20+ ()P ?) -t
Co

where (1 — 010)6'*1 > 0. Since p > 3 and u(x) — 0 as |z| — oo, for Ry > 1
sufficiently large, we obtain that —(1 — Cio)a_l + (ut)P™3 < 0in |z| > R;. Thus

it follows from ([7.15) that
(7.16) —Aut+ Zut <0, inR3\ By,

|z
If we denote C} = MaXypy,, u™t, applying the maximum principle, we thus obtain
(7.17) ut < Cp-w, inR*\ Bp,
where w is the radial solution of
—Aw + ﬁ =0, if |z|> Ry;

w(z) =1, if |x| = Ry;
w(z) — 0, if  |z| = 0.

Now w satisfies (cfr. [2] Section 4),
C /
(7.18) w(x) < m—meﬂc VERRAPENY

for some C > 0,C" > 0 and R’ > 0.

Finally we observe that if u is a solution of ([1.2)), then —u is also a solution.

Thus since u~ = (—u)*, following the same arguments, we obtain that there
exists a constant Cy > 0 such that
(7.19) u” < Cy-w, inR®\ Bg,.

Hence |u| = ut +u~ < (C} + Co)w, in R®\ Bg, for Ry > 0 sufficiently large.
At this point we see from ([7.18]) that u € E satisfies the exponential decay (|1.6)).
In particular v € L?(R?) and then also u € H'(R?). O

Lemma 7.3. There exists co, > 0 such that for all ¢ > co the function ¢ — ~y(c)
is constant. Also if for a ¢ > ¢y there exists a couple (u.,\.) € H'(R3) x R
solution of (1.2) with ||uc||3 = ¢ and F(u.) = v(c) then necessarily \. = 0.

Proof. ;From Lemmal[l.1|and [19] we know that there exists grounds states of the
free functional F'(u) which are real. From Theorem [1.3|we know that any ground



EXISTENCE AND INSTABILITY OF STANDING WAVES 33

state belongs to H'(R?). Let ug € H'(R?) be one of these ground states and set

co = ||ug||3. Then, by Lemma uy € V(cp) and using Lemma [7.1| we get
F(ug) > ~(co) = m = F(ug).

Thus necessarily v(co) = m. Now since ¢ — 7(c) is non increasing, still by Lemma

we deduce that v(c) = v(co) for all ¢ > ¢y. Now let (u., A\.) € H'(R3) x R

be a solution of (1.2) with ||u.]|3 = ¢ and F(u.) = v(c). Thus by Lemma [5.5|

Ae < 0. But we note that A\. < 0 will not happen since by Lemma [5.5] it would

imply that ¢ — ~(c) is strictly decreasing around ¢ > 0 in contradiction with the
fact that v(c) is constant. Then necessarily A, = 0. O

Remark 7.1. We see, from Theorem and Lemma , that if v(c) is reached,
say by a u. € H'(R?) with ¢ > 0 large enough, then v, is a ground state of F'(u)
defined on E. It is unlikely that ground states exist for an infinity of value of
¢ > 0. So we conjecture that there exists a ¢;,,, > 0 such that for ¢ > ¢, there
are no critical points for F'(u) constrained to S(c) at the ground state level v(c).

Proof of Theorem[1.4. Obviously, points (i), (ii), (iv), (v) of Theorem [I.2] follow

directly from Lemmas 5.4 5.6 [7-2] [7.3] and Lemmas [4.2] [5.5] conclude point
(ii). O

8. GLOBAL EXISTENCE AND STRONG INSTABILITY

We introduce the following result about the locally well-posedness of the Cauchy
problem to the equation (1.1]) (see Cazenave [12], Theorem 4.4.6 and Propostion
6.5.1 or Kikuchi’s Doctoral thesis [23], Chapter 3).

Proposition 8.1. Let p € (2,6), for any ug € H'(R?,C), there exists T =
T(|luoll 1) > 0 and a unique solution u(t) € C([0,T), H'(R?, C)) of the equation
(1.1)) with initial datum u(0) = ug satisfying

F(u(t)) = F(uo), [u()lly = lluoll, for anyt & [0,T).
In addition, if ug € H'(R3, C) satisfies |x|ug € L*(R3,C), then the virial identity
2
o leu(t)3 = 8Q(),
holds for any t € [0,T).
Proof of Theorem[1.5. Let u(x,t) be the solution of (1.1 with u(z,0) = ug and
Tonaz € (0, 00] its maximal time of existence. Then classically we have either
Tae = +00
or

(8.1) Tnaw < 400 and t lim ||[Vu(z,t)|]5 = oo.
ﬁ

max
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Since

3p—8
12(p — 2)
and F(u(x,t)) = F(ug) for all t < Ty,4, if (8.1]) happens then, we get

hm Q(u(z,t)) = —o0.

ma:E

By continuity it exists to € (O, Tonaz) such that Q(u(z,ty)) = 0 with F(u(x,ty)) =
F(ug) < 7(c). This contradicts the definition y(c) = infyuev () F(u). O

F(u(z,t)) — ——— Au(z,t)) + B(u(x,t))

Remark 8.1. For p € (%, 6) and any ¢ > 0 the set O is not empty. Indeed for an
arbitrary but fixed u € S(c) uf(z) = t2u(tz). Then u' € S(c) for all t > 0 and

Q') = PAw) + - Bu) - ?’(pz—ft“%‘”au),
.t t T
Fu') = A + {5 - ——Clu).

We observe that F'(u') — 0 as t — 0. Also, since 3( 2 > 1, we have Q(u?) > 0
when t > 0 is sufficiently small. This proves that O i 1s not empty.

Proof of the Theorem[1.6. For any ¢ > 0, let u. € M. and define the set
0 = {ve H'(E)\ {0} : F(v) < Fu), ol = el Q(v) <0}

The set @ contains elements arbitrary close to u. in H'(R3). Indeed, letting
vo(z) = u} = A2u.(A\z), with A < 1, we see from Lemma that vo € © and

that vy — u. in H'(R?) as A — 1.

Let v(t) be the maximal solution of (I.1)) with initial datum v(0) = vy and
T € (0,00 the maximal time of existence. Let us show that v(t) € © for all
t € [0,7). From the conservation laws

lo@)1l5 = llvolls = Iluell5

and

F(u(t)) = F(vo) < Fue)-
Thus it is enough to verify Q(v(t)) < 0. But Q(v(t)) # 0 for any ¢t € (0,7).
Otherwise, by the definition of v(c), we would get for a ty € (0,7 that F(v(ty)) >
F(u.) in contradiction with F(v(t)) < F(u.). Now by continuity of Q we get that
Q(v(t)) < 0 and thus that v(t) € © for all t € [0,7"). Now we claim that there
exists 0 > 0, such that

(8.2) Qv(t)) < =6, Vvt € [0,T).
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Let t € [0,T) be arbitrary but fixed and set v = v(¢). Since Q(v) < 0 we know
by Lemma [2.2| that A\*(v) < 1 and that A — F(v*) is concave on [\*,1). Hence

FWY) = F) < (V= )P0 o

= (A" =DQ().
Thus, since Q(v(t)) < 0, we have
F(v) = F(V) > (1= M\)Q(v) = Q(v).
It follows from F(v) = F(vg) and v*" € V(c) that
Q(v) < F(v) = F(v") < F(vo) = F(uc).

Then letting 6 = F(ug) — F(vg) > 0 the claim is established. To conclude the
proof of the theorem we use Proposition . Since vp(z) = v we have that

[ JaPlpds = [ JaPladPas =52 [ JuPlut) P
R3 R3 R3
Thus, from Lemma [6.1] and Theorem [I.3] we obtain that

(8.3) / |z)?|vo|*dr < o0,
R3

Applying Proposition [8.1] it follows that

d? 2
72 lzv@)ll; = 8Q(v).

Now by (8.2)) we deduce that v(¢) must blow-up in finite time, namely that ({8.1))
hold. Recording that vy has been taken arbitrarily close to ., this ends the proof
of the theorem. O

Proof of Theorem [1.7]. For p € (},6), let u be a ground state of equation (1.4).
From Theorem [1.3| we know that ug € H'(R?), thus we can set

Co = ||U0||§-

;From Lemma [4.2] we have Q(ug) = 0. Thus ug € V(o) and it follows from ([L.3))
and Lemma [7.]] that

F(ug) = v(co) = m = F(uo).

Hence F(ug) = inf,cy(q) F(w), which means that uy minimizes F(u) on V(co).
Thus applying Theorem [I.6], we end the proof. O
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9. COMPARISON WITH THE NONLINEAR SCHRODINGER CASE
In [24] the existence of critical points of

- 1 1
(9.1) FW%=?WM@—;M%, ue H'(RY).

constrained to S(c) was considered under the condition:

2N + 4 2N 2N +4
: if N >
() N <p<N_2,1 > 3 and

<pif N=1,2.

In our notation it is proved in [24] that F'(u) has a mountain pass geometry on
S(c) in the sense that

7(c) = inf max F(g(t)) > max{F(g(0)), F(g(1))}

gel'c te[0,1]
where
Le={g € C((0,1],5(c)), 9(0) € Ak, F(9(1)) < 0},
and Ag, = {u € S(c): |Vul5 < K.}. Also we have
Lemma 9.1. ([24] Theorem 2) For N > 1 and any ¢ > 0, under the condition
(C), the functional F(u) admits a critical point u. at the level y(c) with |Ju.|3 =

¢ and there exists \. < 0 such that (A\.,u.) solves weakly the following Euler-
Lagrange equation associated to the functional F(u) :

(9.2) — Au— u = |uP"?u.
Lemma 9.2. ([24] Corollary 3.1 and Theorem 3.2) For N > 1, as ¢ — 0
IVae|[5 = oo,
Ae —> —00.
and as ¢ — 400,
V][5 — 0,
Ae — 0.

Using the above two results we now prove

Lemma 9.3. For N > 1, under the condition (C), the function ¢ — J(c) is
strictly decreasing. In addition, we have

(9.3) {’y(c) — 400, as c¢—0,

¥(c) =0, as c¢— 0.
Proof. Arguing as in the proof of Lemma [5.1] we can deduce that

94 (c) = inf maxF(u!) = inf F(u).
(9.4) o) = inf max P = inf Fw
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Here V(c) = {u € H'(RY) : Q(u) = 0} with

N(p—2)

Qw = [7ul— =5

]l

and u'(z) = t2u(tz) for t > 0. To show that ¢ — F(c) is strictly decreasing we
just need to prove that: for any ¢; < ¢y, there holds () < F(c1). By (9.4) we
have

We) = inf maxF(u) and F(cz) = Inf maxF(u)

where N
. 2 , tz(P2)

) = 5 lvull} -

After a simple calculation, we get

el

N(p—2) 4
~ N 1 No-ma /] ~NG-D=1
05 myF) =7 (519a2) " (Sivu)

>0
with ,
~ 4 Ne-29-1 N(p—2)—4
cp) = —=— > 0.
= (55-7) NG-2)
By Lemma , we know that v(ep) is attained, namely that there exists u; €
S(ey), such that Y(c1) = F(u1) = max=o F(u}). Then using the scaling uy(z) =

91’%1“(%), we have

_N
lusly = O lwall3, I Vusll3 = IVeurll3  and  lugllf = 0% =7 flua I

Thus we can choose § > 1 such that uy € S(c2). Under the condition (C), we
have (1 — &)p+ N >0 for N > 1 and thus |lug|[Z > [|u1[[2. Now we have

. 2 N N
max Fug) = &p) - { 5[ Vuollz : Y;||Ue||p
1 N3 1 NG—2)
< - (51valg)" " (Glusly)
= max F(u),
which implies that
(9.6) F(er) = max F(uy) > max F(up) > 3(ca)-

Finally, from Lemma 2.7 of [24] we know that, for any ¢ > 0, Q(u.) = 0. Thus
we can write
N(p—2)—

N 4 2
= \V c
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and directly follows from Lemma . O
Finally in analogy with Theorems and [T.6] we have

Remark 9.1. Let

(9.7) M, ={u.€V(c) : Fu)= inf F(u)}.

ueV(c)
Then for any u. € M, there exists a A, < 0 such that (u.,\.) € H'(RY) x R
solves (9.2) and the standing wave solution e~*<tu, of (|1.8)) is strongly unstable.

The proof of these statements is actually simpler than the ones for and
thus we just indicate the main lines. We proceed as in Lemma to show that
for any u, € M. there exists a \. € R such that (u., \.) € H'(RY) x R solves
. Indeed a version of Lemma [2.2| (and thus of Lemma [2.3) holds when F'(u)
replaces F'(u) and this is precisely Lemma 8.2.5 in [12]. Now if for a A € R,
u € S(c) solves

(9.8) — Au — [uP"%u = \u,

on one hand, multiplying by u € S(c) and integrating we obtain

(9.9) 1Vull3 = [ull} = Ac.

On the other hand, since solutions of (9.8) satisfy Q(u) = 0, we have
N(p—2)

(9.10) [[Vull3 — THullﬁ =0.

Thus, since under (C') N(p — 2)/2p < 1, we deduce that necessarily A < 0.
To conclude the proof we just have to show that the standing wave e~"<‘x, is
strongly unstable. This can be done following the same lines as in the proof of
Theorem Here the fact that \. < 0 insures the exponential decay at infinity
of u. € S(c) which permits to use the virial identity in the blow-up argument (see
also [1]).
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