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ABSTRACT. We derive continuous dependence estimates for weak entropy solu-
tions of degenerate parabolic equations with nonlinear fractional diffusion. The
diffusion term involves the fractional Laplace operator, A%/2 for o € (0,2).
Our results are quantitative and we exhibit an example for which they are opti-
mal. We cover the dependence on the nonlinearities, and for the first time, the
Lipschitz dependence on a in the BV -framework. The former estimate (depen-
dence on nonlinearity) is robust in the sense that it is stable in the limits a | 0
and a 1 2. In the limit a T 2, A®/2 converges to the usual Laplacian, and
we show rigorously that we recover the optimal continuous dependence result
of [24] for local degenerate parabolic equations (thus providing an alternative
proof).
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1. INTRODUCTION

In this paper we consider the following Cauchy problem:

{au+dWﬂm+w—Aﬁ¢w):o in Qr:=R%x (0,T),

(1.1) u(z,0) = ug(z), in R4,

where T' > 0 is fixed, v = u(x,t) is the unknown function, div and A denote
divergence and Laplacian with respect to x, and (—A) 2, o € (0,2), is the fractional
Laplacian e.g. defined as

(1.2) (—2)%¢:=F ' (27 |*F9)

with the Fourier transform F@(§) := [pae """ ¢ ¢(x)dz. Notice that (1.2) is
compatible with the formula —A¢ = F~* (|27 - |*F¢). Throughout the paper we
assume that

(1.3) ug € L N L' N BV(RY),
1,00 d .
(1.4) e (Wiem®)" with £(0) =0,
(1.5) @ € W,->°(R) is nondecreasing with ¢(0) = 0.

Remark 1.1. Subtracting constants from f and ¢ if necessary, there is no loss of
generality in assuming that f(0) = 0 and ¢(0) = 0.

The fractional Laplacian is the generator of the symmetric a-stable process, the
most famous pure jump Lévy process. There is a large literature on Lévy processes,
we refer to e.g. [52] for more details, and they are important in many modern
applications. Being very selective, we mention radiation hydrodynamics [51, 54, 50],
anomalous diffusion in semiconductor growth [56], over-driven gas detonations [23],
mathematical finance [26], and flow in porous media [29, 30].

Due to the second part of assumption (1.5), the term (—A)2 ¢(u) is a nonlinear
and nonlocal diffusion term. It formally converges toward ¢(u) and —Ap(u) as
a } 0 and a 1 2 respectively. Hence, Equation (1.1) could be seen as a nonlocal
“interpolation” between the hyperbolic equation

o
2

(1.6) Oyu + divf(u) + ¢(u) =0,
and the degenerate parabolic equation
(1.7) Opu + divf(u) — Ap(u) = 0.

Equation (1.1) is said to be supercritical if a < 1, subcritical if & > 1, and critical
if @« = 1. The diffusion function ¢ is said to be strongly degenerate if ¢’ vanishes on
a nontrivial interval. Equation (1.1) can therefore be of mixed hyperbolic parabolic
type depending on the choice of a and ¢. Note that in the mathematical community,
interest in nonlinear nonlocal diffusions is in fact very recent, and only few results
exist; cf. e.g. [9, 10, 15, 21, 29, 4, 30, 31] and the references therein.

Let us give the main references for the well-posedness of the Cauchy problems
for (1.6) and (1.7). For a more complete bibliography, see the books [32, 28, 55]
and the references in [40]. In the hyperbolic case where ¢’ = 0, we get the scalar
conservation law Oyu + divf(u) = 0. The solutions of this equation could develop
discontinuities in finite time and the weak solutions of the Cauchy problem are
generally not unique. The most famous uniqueness result relies on the notion of
entropy solutions introduced in [44]. In the pure diffusive case where f’ = 0, there
is no more creation of shock and the initial-value problem for dyu — A¢p(u) = 0
admits a unique weak solution, cf. [12]. Much later, the adequate notion of entropy
solutions for mixed hyperbolic parabolic equations was introduced in [16]. This
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paper focuses on an initial-boundary value problem. For a general well-posedness
result applying to both (1.6) and (1.7), see e.g. [40].

At the same time, there has been a large interest in nonlocal versions of these
equations. The first work seems to be [25] on nonlocal time fractional derivatives,
cf. also [39]. The study of nonlocal diffusion terms has probably been initiated by
[8]. Now, the well-posedness is quite well-understood in the nondegenerate linear
case where ¢(u) = u. Smooth solutions exist and are unique for subcritical equa-
tions [8, 34], shocks could occur [5, 43] and weak solutions could be nonunique [3]
for supercritical equations, entropy solutions exist and are always unique [2, 41];
cf. also [17, 18] for original regularizing effects. Very recently, the well-posedness
theory of entropy solutions was extended in [21] to cover the full problem (1.1),
even for strongly degenerate ¢. See also [29, 30] on fractional porous medium type
equations, and [31] on a logarithmic diffusion equation.

This paper is devoted to continuous dependence estimates for (1.1), i.e. explicit
estimates on the difference of two entropy solutions u and v in terms of the dif-
ference of their respective data («, ug, f, ) and (8, vg, g,%). Let us point out that
we investigate quantitative results which should be distinguished from qualitative
ones. By qualitative, we mean stability results only stating that if (a,,uy, fn, ©n)
converges toward («,ug, f, ), then the associated entropy solutions u,, converge
toward u. For scalar conservation laws, the first quantitative result on the contin-
uous dependence on f appeared in [27] and also in [48] some years later. Roughly
speaking, it states that for BV initial data ug = vg,

(1.8) Ju(-t) = v( Ol = O (I = g'll)

where throughout the L°°-norm is always taken over the range of ug. Next, the
optimal error in /e for the parabolic regularization dyu® + divf(u€) — e Au® = 0
of scalar conservation laws was established in [45]. In that paper, the author has
developed a general method of error estimation based on the Kruzhkov’s device of
doubling the variables [44]. We use this method in the present paper. As far as
degenerate parabolic equations are concerned, the continuous dependence on ¢ was
first investigated in [7] for the equation d,u — Ap(u) = 0. Here the motivation was
to obtain qualitative results under very general assumptions. Quantitative results
were obtained in [11, 24] for the full equation (1.7). In [11], the authors established
alternative estimates to (1.8) involving weaker norms, as roughly speaking an esti-

1
mate in ||f — g||%. They gave different estimates for the ¢-dependence with ¢ = 0.
An estimate for nontrivial ¢ was given in [24]. Roughly speaking, it states that if
u has the same data as v except for ¢ # 1, then

(1.9) ) = o)l = 0 (V& = Villse) -

Recently, Estimates (1.8) and (1.9) were extended in [40, 19, 20] to anisotropic
diffusions and (z, t)-dependent data; cf. also [6, 49] for recent qualitative results on
local equations. For nonlocal equations, a number of papers were concerned with
convergence rates for vanishing viscosity methods [54, 25, 33, 35, 2]. To the best
of our knowledge, the first estimate on the “general continuous dependence on the
data” was given in [41]. It concerns the case of linear nondegenerate Lévy diffusions.
The main novelty was the explicit dependence in the Lévy measure, corresponding
to the explicit dependence in « for the particular case of the fractional Laplacian.
In [4], the authors of the present paper established a continuous dependence es-
timates for general nonlinear degenerate Lévy diffusions. For a qualitative result
in the spirit of [7], see the very recent work [30] on the fractional porous medium
equation dyu + (—A)*/2(Jul™"*u) = 0, m > 0. In that paper, the continuous
dependence on («, m, ug) is established under more general assumptions.
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Before explaining our main contributions, let us refer the reader to more or less
related work. The theory of continuous dependence estimates for nonlocal equations
was probably initiated in the context of viscosity solutions of fully nonlinear integro-
PDEs, cf. [38] and the references therein. See also [37, 35] for error estimates for
vanishing viscosity methods. The question of a-continuity has been raised earlier,
e.g. when looking for a priori estimates that are robust or uniform as a 1 2. Such
results can be found in e.g. [13, 14], see also [42] and the references therein.

The starting point of the present paper is the general theory of [4]. It is worth
mentioning that different estimates could be difficult to compare, as e.g (1.8) with

the estimate in || f — g||§O of [11]. Hence, a remarkable feature is that the estimates
in (1.8) and (1.9) are optimal for linear equations, cf. the discussion of Section 8.
A natural question is whether the estimates of [4] applied to (1.1) possess such a
property. The answer is positive only in the supercritical case o < 1. In this paper,
we obtain optimal estimates for all cases. To do so we restart the proofs from
the beginning, by taking into account the homogeneity properties of the fractional
Laplacian. The main ingredients are a new linearization argument a la Young
measure theory/kinetic formulations, and for the linear case, a clever change of the
(jump) z-variable in (2.1). This change of variable allows us to adapt ideas from
viscosity solution theory developed in e.g. [38]. Let us also refer the reader to [53]
for other applications of this change of variable in the context of viscosity solutions.
Roughly speaking, we prove that

O (I = @)7le),  a>1,
(1.10) [u(t) o) = O (¢’ In¢’ — ¢ In||le), a=1,
O (ly = ') a<t,

with uniform constants in the limits « | 0 and a T 2. Note well that just as in [4], our
proofs work directly with the entropy solutions without needing tools like entropy
defect measures, etc.. And even though these tools play a key role in the local
second-order theory, the arguments here really seem to be less technical relying
only on basic convex inequalities and integral calculus. Hence, it seems interesting
to mention that we recover the result (1.9) rigorously from (1.10) by passing to
the limit. Another remarkable feature is that a simple rescaling transforms the
Kuznetsov type estimate (1.10) into the following time continuity estimate:

O(\té—séo, a>1,
Ju(t) —u(s)ler =4 O (|t Int —sIns]), a=1,
O (|t —s)), a <1

This result is optimal and strictly better than earlier results in [22], see Remark 3.7.
E.g. for positive times, we get Lipschitz regularity in time with values in L'(R?).
This is a regularizing effect in time when a > 1 and w not more than BV initially.

In the second main contribution of this paper, we focus on the continuous de-
pendence on «. By stability arguments, it is possible to show that the unique
entropy solution u =: u® is continuous in « € [0,2] with values in Llloc' In this
paper, we prove that in the BV -framework, it is in fact locally Lipschitz continu-
ous in a € (0,2) with values in C([0,T]; L'). To the best of our knowledge, such
an a-regularity result has never been obtained before. More precisely, the theory
of [4] implies the result for a € (0,1) but not for a € [1,2). For the latter range
of exponents, all the results cited above are either qualitative or suboptimal. The
new ingredient to get the Lipschitz regularity is again a change of (the jump) vari-
able. It seems interesting to recall that the type of Equation (1.1) could change
from parabolic when « > 1 to hyperbolic when a < 1. As a consequence, quite
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different behaviors are observed in the ¢- and t-continuity when « crosses 1, cf. the
continuous dependence estimates above. A natural question is thus whether such
kind of phenomena arises in the a-regularity? We prove that the answer is positive
by carefully estimating the best Lipschitz constant of the function o — u® with
respect to the position of a and the other data. More precisely, for A € (0,2) we
define

o _yf
u U .
Lip, (u; A) := limsup | ||C([07T],L1)’
a,B-A la — 3|

and roughly speaking we prove that

O(M%|1nM|), A>1,
Lip,(u; A) = 0 (M m®> M), A=1,

O (M), A<,
for M :=T ||¢'|| 0, and
O (Juolsv), A> 1,
Lipy (u; A) = { O (Juolpv In* Jislet ) A=1,
O (lJuollz:™ [uoly |In ll‘s(?lll;vl ) , A<

We also exhibit an example of an equation for which these estimates are optimal
in the regimes where M is sufficiently small or % is sufficiently large.

Another natural question is whether o — u® is Lipschitz continuous up to the
boundaries a = 0 and o = 2. The answer is negative for &« = 0 and remains open
for a = 2. For the reader’s convenience, more details and open questions are given
at the end of Section 3.

To conclude, note that even if we adapt some ideas from viscosity solution theory,
the definition of relevant generalized solution and the mathematical arguments are
very different from the ones in e.g. [38]. Moreover we obtain optimal results here,
and, in an a work in progress, we adapt ideas of this paper to obtain new results
in the viscosity solution setting.

The rest of the paper is organized as follows. In Section 2, we recall the well-
posedness theory for fractional degenerate parabolic equations. In Section 3, we
state our main results: continuous dependence with respect to the nonlinearities
and the order of the fractional Laplacian. In Section 4, we recall the general contin-
uous dependence estimates of [4] along with a general Kuznetsov type of Lemma.
Sections 5-7 are devoted to the proofs of our main results. In Section 8, we exhibit
an example of an equation for which we rigorously show that our estimates are op-
timal. Finally, there is an appendix containing technical lemmas and computations
from the different proofs.

Notation. The symbols V and V? denote the z-gradient and x-Hessian. The
symbols || - || and | - | are used for norms and semi-norms, respectively. The symbol
~ is used for asymptotic equality “up to a constant.” The symbols A and V are
used for the minimum and maximum between two reals. For any a,b € R, we use
the shorthand notation co{a,b} to design the interval (a A b,a V b). The surface
measure of the unit sphere of R? is denoted by S,.
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2. PRELIMINARIES

In this section we recall some basic facts on the fractional Laplacian and frac-
tional degenerate parabolic equations. We start by a Lévy—Khinchine type repre-
sentation formula. For a € (0,2) and all ¢ € C°(RY), x € R?, and r > 0,

o) R) = Gyto) [ IO g,

(2.1) +Gd(04)/ Wdz
=: L[¢](z) + L7 [¢](2),
where

—1 d+a
2"tal (452)

=NeD
The result is standard, see e.g. [46, 37, 35] and the references therein. Here are
some properties on the coefficient that will be needed later:

Gy(a) =

(2.2) {Gd(a) > 0 is smooth (and analytic) with respect to a € (0, 2);

Sq Ga(a) SaGal(a) _q
[e% )

hmaiO d (2_a)

=1 and limgo

where S; is the surface measure of the unit sphere of RY.
We then proceed to define entropy solutions of (1.1). For each k € R, we consider
the Kruzhkov [44] entropy u — |u — k| and entropy flux
u > qr(u, k) := sgn(u — k) (f (u) — f(k)),
where throughout this paper we always consider the following everywhere represen-
tation of the sign function:

+1 if £
(2.3) sgn(u) = { ihu >0,

0 if u=0.
By monotonicity (1.5) of ¢,
(2.4) sgn(u — k) (p(u) — (k) = [o(u) — (k)|,

and then we formally deduce from (2.1) that for any function u = u(z,t),

e

sgn(u — k) (=(=2)2) o(u) < LI [|lo(u) — o(k)|] + sgn(u — k) L5 [p(u)].
This Kato type inequality is the starting point of the entropy formulation from [21].
Definition 2.1 (Entropy solutions). Let a € (0,2), ug € L= N LY (RY), and (1.4)-
(1.5) hold. We say that u € L>(Qr)NL> (0,T; L") is an entropy solution of (1.1)
provided that for all k € R, r > 0, and all nonnegative ¢ € C°(R? x [0,T)),

/ (\u — k|0 + qr(u, k) - w) dadt

T

@5+ [ (I — )] £716] + sl — ) £ [pto)] )

+/ |ug(z) — k| ¢(x,0)dz > 0.
Rd

Remark 2.1. Under our assumptions, the entropy solutions are continuous in time
with values in L!(R?) (cf. Theorem 2.2 below). Hence we get an equivalent defi-
nition if we take ¢ € C2°(R**!) and add the term — [o, [u(z,T) — k| ¢(x,T) dz to
(2.5); see [21] for more details.

Here is the well-posedness result from [21].
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Theorem 2.2. (Well-posedness) Let o € (0,2), ug € L> N LY(R?), and (1.4)-
(1.5) hold. Then there exists a unique entropy solution u € L>=(Qr)NC ([0, T]; L*)
of (1.1), satisfying

essinf ug < u < esssup uy,
(2.6) lulleqo,m;zy < lluollzr,
U] o< 0,758V < |uolBV-

Moreover, if v is an entropy solution of (1.1) with v(-,0) = vo(-) € L= N L'(RY),
then

(2.7) lu —vlleqo,rm;ety < lluo — vollzr-

3. THE MAIN RESULTS

We state our main results in this section. They compare the entropy solution
of (1.1) to the entropy solution v of

(3.1) {3tv T divg(v) + (—2) F(v) = 0,

U('? 0) = UO(')v
under the assumptions that

a,B€(0,2),
wo € L N L' N BV (RY), vy € L N LY(RY),
d
fr9€ (W= (R))" with £(0) =0 = g(0),
0,9 € Wb°(R) are nondecreasing with (0) = 0 = 1(0).

(3.2)

From now on, we will use the shorthand notation

1f =4 llc = esssup|f —g'|,
I(uo)

" —=[lc = esssup|p’ — |,
I(uo)

where I(ug) := (essinf ug, esssupug). We will also define

" [
(3.3) E;(uo) == |uo|Bv {1 + <1H ”O”Ll> } 1ol

[uo| By roTey >

with the convention that E;(ug) = 0 if |ug|py = 0 (¢ = 1,2). These quantities will
appear when computing the optimal constants in our main estimates. Notice that
we always have 0 < E;(ug) < |luol|z:.

Here is our first main result.

Theorem 3.1. (Continuous dependence on the nonlinearities) Let (3.2) hold with
a = B, and let u and v be the entropy solutions of (1.1) and (3.1) respectively.
Then we have

(3.4) lu=vlleqoryety < lluo = vollLr + T lulpv [/ = ¢'llso + C EF

T, ,up?
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with C = C(d, ) and

T uolpv |(¢) % — ()% [|oos a e (1,2),
T Eq(uo) ¢ — ¢/l
(35)  &fL. = +T 1+ |InT)) [uolzv [I¢ — ¢l

+T|UO|BV H%O/ Iny" — o' ln'(//Htxn a=1,

T ol [uol By ¢ —¢'lloos a € (0,1).
The proof of this result can be found in Sections 5 and 6.

Remark 3.2. We emphasize that this result is optimal with respect to the modulus
in . In the regimes where T is sufficiently small or % is sufficiently large, it
is also optimal with respect to the dependence of T' and ug. See the discussion of

Section 8 for more details. In particular, see Proposition 8.1 and Remark 8.2.

Note that our result is robust in the sense that the constant C = C(d, «) in
Theorem 3.1 has finite limits as @ | 0 or 1 2. This will be seen during the
proof, cf. Remarks 5.1(1) and 6.2(1). Hence, we can recover the known continuous
dependence estimates of the limiting cases &« = 0 and o = 2 (cf. (1.9)), i.e. for
Equations (1.6) and (1.7).

To show this we start by identifying the limits of the solutions u® of (1.1) as
al0and a1 2.

Theorem 3.3 (Limiting equations). Let ug € L N LY(RY), (1.4)—(1.5) hold,
and for each oo € (0,2), let u® denote the entropy solution of (1.1). Then u®
converges in C([0,T); LL.), as a | 0 (resp. a 1 2), to the unique entropy solu-
tion u € L>®(Qr) N C([0,T]; LY) of (1.6) (resp. (1.7)) with initial condition ug.

Let us recall that under our assumptions there are unique entropy solutions
of (1.6) and (1.7) with initial data wg; cf. [44, 16, 40]. The proof of Theorem 3.3 can
be found in Section 7, as well as the definitions of entropy solutions of [44, 16, 40].

Now we prove that the estimates hold in the limiting cases & = 0 and o = 2.

Corollary 3.4 (Limiting estimates). Theorem 3.1 holds with a € [0, 2].

Proof. We only do the proof for a« = 2, the case a = 0 being similar. Let v and v
denote the entropy solutions of (1.1) and (3.1) with o = 2 respectively. Moreover,
for each v € (0,2), we denote by u® and v® the entropy solutions of (1.1) and (3.1)
respectively, and £(«) the right-hand side of (3.4). Then

u—v=(u—u")+ (u¥—0vY)+ (v¥ =),
and the triangle inequality and Theorems 3.1 and 3.3 imply that for all R > 0,
[(w—v) 1z 1<rlloqorLy) < o(1) +E(a) + o(1)

as @ T 2 and R is fixed. By the monotone convergence theorem, Remark 6.2(1),

and a-continuity of 535;20 at a = 2, the result follows by first sending « T 2 and
then sending R — +o0. (|

Remark 3.5. By our results for a = 2, we get back the modulus of [24],

EF L s ue = VT ol v V@ = Vi ||oo.

Our approach also gives an alternative proof of this result.

Optimal time regularity for (1.1) is another corollary of Theorem 3.3.
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Corollary 3.6 (Modulus of continuity in time). Let o € [0,2] and (1.3)—(1.5) hold.
Let u be the entropy solution of (1.1). Then for allt,s > 0,

(3.6) [u(-st) = u(s)llpr < fuolpy [/ lloo [t — 8| + CELL o
with C = C(d, «),

1 1 1
Juol By [[(¢") = [loo [t — 5=, ae (1,2,

Eq(uo) [[#"lloo |t — 5]

oo = +uo| v |¢]loo (L + | In¢'|loo) [t — 5
+uolv ||¢]|eo |t Int — s Ins], a=1,
ol 12 ol By 1€ lloo [t — s, a€[0,1),

and where Eq(ug) is defined in (3.3).

Remark 3.7. This result is optimal with respect to the modulus in time, and also

with respect to the dependence of ¢ and u in the regimes where ||¢'|| « is sufficiently
lluoll 1
‘uOlBV
earlier results by the two last authors in [22] where the modulus was given as

small or the ratio is sufficiently large, cf. Remark 8.5. The result improves

It —s|=, a>1,
Eaiop = Clasuo, ) § [t —s| (14 |Inft —sl]), a=1,
[t — s, a <l

The optimal new results give a strictly better modulus of continuity when « € [1, 2]
at the initial time' and for positive times u € W,L>°((0, +o0]; L'). The Lipschitz in
time result is a regularizing effect when the solution is no more than BV initially.

Proof. We fix t,s > 0 and introduce the rescaled solutions v(z,7) = u(z,¢7)
and w(x,7) = u(x,s7). These are solutions of (1.1) with initial data ug, new
respective fluxes ¢ f and s f, and new respective diffusion functions ¢ ¢ and s ¢. The
result immediately follows from the preceding corollary applied at time 7 =1. O

Next we consider the continuous dependence on a. Given A € (0,2), we define
“the best Lipschitz constant” of o+ u® at the position @ = A as follows:

o _ 0 )
(3.7) Lipa(u; )\) .= lim sup ||U Uu ”C([O,T],Ll)’
a,B—\ |O( — ﬂ|

where u® denotes the unique entropy solution of (1.1).

Theorem 3.8. (Lipschitz continuity in «) Let A € (0,2) and (1.3)—(1.5) hold.
Then

M= (1 + |In M|) Juo|sv, A e (1,2),

(3.8) Lip,, (u; \) < € { M E2(uo) + M (1 + In? M) [uo|py, A=1,

M o1 ol (1 + i felat

[uol

), A e (0,1),

where C = C(d,\), M :=T|¢||cc and Ea(ug) is defined in (3.3). In particular,
the function a € (0,2) — u® € C([0,T); L) is locally Lipschitz continuous.

The proof of Theorem 3.8 can be found in Sections 5 and 6.

1 1
la: - [t —sa| _ n_qs . |t Int—s Ins|
Since lim inf; 4o ‘ |i =0 = liminf; 40 T=s[TE=s]]
t—s|a

(take tn, sn J 0 and z—" —1).
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Remark 3.9. This result is optimal with respect to the dependence of M and ug in
the regimes where M is sufficiently small or % is sufficiently large. An example

is given in Section 8, cf. Proposition 8.3 and Remark 8.4.

Remark 3.10. With Theorem 3.1, Corollary 3.6 and Theorem 3.8 in hands, we
can easily get an explicit continuous dependence estimate of u with respect to the
quintuplet (¢, «, ug, f, ¢) under (3.2).

Further comments and open problems.

A. Robustness of the Lipschitz estimates in « as o | 0 or a T 2. In Theorem 3.8,
C =C(d,\) blows up as A | 0 or A 12, and we do not get Lipschitz regularity in
« up to the boundaries « = 0 and a = 2.

At o = 0, we can do no better because the entropy solutions of (1.1) may not
even converge toward the entropy solution of (1.7) in L' as a | 0. The reason
is that the mass preserving property could be lost at the limit. This was already
observed in Section 11 of [30] for the fractional porous medium equation (3.9)
below. Note that the convergence always holds in L{ . by Theorem 3.3, so that an
interesting question is whether it holds in LP for any p € (1,+00). To the best of
our knowledge, this problem is still open at least for the full equation (1.1).

At o = 2, it is an open problem whether o — u® is Lipschitz with values in L'
or not. This problem is related to the following problems: Do the entropy solutions
of (1.1) converge toward the entropy solution of (1.7) in L! or L? as a 1 27 If
yes, what is the optimal rate of convergence? Note that here again the convergence
holds in L] . by Theorem 3.3, and it moreover holds in L! for Equation (3.9) by [30].

loc

B. Implications for the fractional porous medium equation. In [30], the following
Cauchy problem is studied:

(3.9) du+ (—A)2(Ju/™tu) =0 and u(-,0) = u(-),

where a € (0,2) and m > 0. The authors prove that if ug € L'(R?), there exists
a unique mild solution which under further assumptions (m > 1 is sufficient) is
the (unique) strong solution. By Theorems 10.1 and 10.3 of [30], this solution is
continuous in the data (a,m,ug) € D x L'(R?) with values in C([0,+00); L1),
where +

D := {(a,m):0<a<2,m>(dda)}.

We will now show that this dependence is locally Lipschitz in some cases.
Let us first establish the equivalence between entropy and strong solutions.

Lemma 3.11. Let ug € L®NLY(RY), m > 1, and u be the unique entropy solution
of (3.9) given by Theorem 2.2 (with T = +00). Then u coincides with the unique
strong solution of (3.9) (cf. Definition 3.5 in [30]).

Proof. Note that u € L (R% x (0,4+0o0)) N C([0, +00); L'). By Lemma 7.4, we also
have |u|™ ' u € L?(0,+00; H?). Here H?% (R?) is the usual fractional Sobolev space
defined in (7.5). Let us also recall that u satisfies the equation in D’(R? x (0, +00))
and the initial condition u(-,0) = ug(-) almost everywhere, cf. [21]. Tt follows that
u is a weak solution in the sense of Definition 3.1 in [30]. Since u is bounded,
Corollary 8.3 of [30] completes the proof. O

Theorems 3.1 and 3.8 and Lemma 3.11 then imply the following result:

Corollary 3.12. For all T > 0, the unique strong solution w to (3.9) is lo-
cally Lipschitz continuous in (a,m,ug) € D x (LN L' N BV (R?)) with values
in C([0,T); LY), where

D:={(a,m):0<a<2,m>1}.
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If up ¢ L> N BV (RY), it is possible to find an explicit (non-Lipschitz) modulus
of continuity for the function (o, m) € D+ u € C([0,T); L). To do so, it suffices
to use an approximation argument and the L'-contraction principle. It is an open
problem whether this would give an optimal modulus or not. It is also an open
problem to find an explicit modulus when (a, m) ¢ D.

4. TWO GENERAL RESULTS FROM [4]

In this section we recall two key results developed in [4] for the more general
case where the diffusion operator can be the generator of an arbitrary pure jump
Lévy process. First we state the Kuznetsov type lemma of [4] that measures the
L'-distance between v and an arbitrary function v. From now on, let € and v be
positive parameters and ¢* € C‘X’(RQCH‘Z) denote the test function

(1) (o tas) = (e = el =)= 10 (20 o (1Y),

174 174 €

where

e C*R), 6>0, suppfC[-1,1], [O=1,

p€CXRY, p>0, and [p=1.
We also let m,, () denote the modulus of continuity in time of u € C ([0, T]; L?).
Lemma 4.1 (Kuznetsov type Lemma). Let o € (0,2), ugp € L™= N L' N BV(RY),
and let us assume (1.4)—(1.5). Let u be the entropy solution of (1.1) and let v €

L>(Qr) N C([0,T]; L') be such that v(-,0) = vo(-). Then for all r,e > 0 and
T>v>0,

() = o, 7)1
<J|uo — vollzr + Cp |wo|BY € + 2my (V) V my (V)
= [ IoGet) ~ )] 067 o 1. 5) du
Q%
RO LY
(4.2) 4 [ ool t) - plulu )] £216° (@, 9)(w) du
Q%
= [ sEn(ete 1)ty ) £ o )0) 0 o 5) o

+ / o, T) — uly, 5)| 6= (2, T, y, s) da dy ds
RIXQr

- / o () — uly, 5)] 67 (0, , 5) d dy ds
]RdXQT

where dw := dx dt dyds and the constant C, only depends on p.
Proof. This is Lemma 3.1 of [4] with the particular diffusion operator (2.1). O

In the setting of this paper, the general continuous dependence estimates of [4]
take the following form:

Theorem 4.2. Let us assume (3.2) and let u and v be the respective entropy
solutions of (1.1) and (3.1). Then for all r > 0,

lu = vlleqoryzy < luo —vollor + T luolsv £ = 9'llee + Ex 5500,
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with
a—B,p—tb  _
T,o,B,u0,0,r
T flsr o +2) = w0021 dital2) ¢ = /[l
43) teavTluolsy [Ty [P Qa2 19— 9ler @ =5,
M o ol 4 2) — uo()ll g dlpta — sl (2)
tea VM fuolsy /[ <, 1P dlia —psl(z). =4,
where dpia (2) = G dz, M =T |[¢/|l and cq = /445
Proof. This is Theorems 3.3 and 3.4 of [4] with the special choice of diffusion (2.1)
z Gd(a)
and Lévy measure ZjaFa dz. O

5. CONTINUOUS DEPENDENCE IN THE SUPERCRITICAL CASE

In this section we use Theorem 4.2 to prove Theorems 3.1 and 3.8 for supercritical
diffusions.

Proof of Theorem 3.1 when o < 1. We use Estimate (4.3) with § = «. The worst
term \/f|z|<r |2]2 dpa(2) ||¢" — 1'||cc vanishes when r | 0, and hence

Efintn 3 1= [Tl +2) ~ w00l ahala) I~ ¥l
To estimate this integral, we consider separately the domains |z| > 7 and |z| < 7 for
arbitrary 7 > 0. In the second domain, we use the inequality ||ug(-+2) —uo(-)||rr <
|uo|pv |2|- A direct computation using the fact that oo < 1, then leads to

Ga(a) Ga(a) 1

— T Tluolsy " = ' ||oc Sa ———7

I <2T Jluollpr [l¢" = 9'lloo Sa :
—

(where Sy is the surface measure of the unit sphere of R?). We complete the proof
by taking 7 = [luo|| L1 |uo| 5y - u

Remark 5.1. (1) From the proof, we have C < Sy (%@“) + Gl%(z)) in (3.4)
when o < 1. By (2.2), limq o C(d, o) is finite and independent of d.
(2) We also have C' < Sy (%(a) + G;df(z)) when a < 1 in (3.6), since we

have seen that this estimate is a simple rewriting of the preceding one by
rescaling the time variable.

Proof of Theorem 3.8 when A € (0,1). Given «, € (0,2), we use Theorem 4.2
with v = u® and v = u®, i.e. with (ug, f,¢) = (vo,g,%). As in the preceding
proof, we pass to the limit as r | 0 in (4.3) and we cut the remaining integral in
two parts. We find that

[u® = u®|lco,rpiLn

(51)  <2M]uols /

|z|>T

dljto — 15](2) +M ol 5y / 2] dljza — 151(2).

|z|<F

=:J1 =:Js

In the rest of the proof we use the letter C' to denote various constants C' = C'(d, \).
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‘We have
(5.2) n=| Gul@ 7 = Gl )4
z|>7
dz
< |Ga(a) — Ga(B)| max / e
o=a.8 J 2155 |2
+ (Gala) V Ga()) /| I I
z|>7

:tjl

where J; < ‘é — %‘ 17<1. We have estimated Jp using the

fact that |2|~9=% — |2|797” has a sign both inside and outside the unit ball. By
(2.2) and a simple passage to the limit under the integral sign,

lim sup <O (F 4+ 1521) +C limsup ———
a,B—A |Ot*6| L;Z a,B—A |O[75|
<CFA

B

e Fr ’

Su

J1

By the Taylor formula with integral remainder,

~ y Foar | —or . _
lelimsup‘/ a nr—|—r dT‘SCT A1+ | In#),
a,B—A

where a; ;== Ta+ (1 — 1) 8. We deduce the following estimate:

(5.3) lim sup

<Ci* 1+ |In7
msup 5‘ (1+ [InFl).

Let us notice that this estimate works for all A € (0,2). By similar arguments, we
also have

limsup ———

< 7~ A1+ |In7
m suj \ozfﬂl (14 [In7),

but this time we have to use that A < 1. Inserting these inequalities into (5.1), we
find that for all 7 > 0,

Lip, (u; ) < C M (14 [In7]) (|l 1 7> + |uo|pv #7).
To conclude we take 7 = |Jugl| 1 |uo| 5y - .

Remark 5.2. (1) When « > 1, the estimate in ¢ — ¢ of Theorem 4.2 is not
optimal. Indeed, let a = 3, ug be such that ||uo(- + z) — uo(-)||zr ~ |2|
as z — 0, and wy_y 1= inf, 50 E aﬁﬁwuod; , be the best modulus given by
Theorem 4.2. Then

1
||<p - o5 a > 1a
=1 ™
6" =¥l M fl¢" =¥ |loc], a=1,

i
as ||¢" — ¥'||o = 0, thanks to the minimization giving r ~ |¢" — ¢¥'||%.
These moduli are strictly worse than those in (3.5) e.g. when ¢’ =
Y =0b,a,b>0.2

la Ina—b1lnb
la—b||In [a— bH

11
M for any ¢ > 0 and even for ¢ = 0t

2Indeed lim, ¢ =0 = limg psc

la—b| o
by taking liminfs.
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(2) Theorem 4.2 does not imply the local Lipschitz continuity in « € [1,2).

Indeed, let ¢ = v be nontrivial and uy be as above. Then the modu-
s a—pf,p—1

lus wo—p = infr50 &7, 5“’“0 o

limy gy ‘“;‘%[fl = +oo forall A € [1,2).2

is worse than any Lipschitz modulus since

6. CONTINUOUS DEPENDENCE IN THE CRITICAL AND SUBCRITICAL CASES

Since we can not use Theorem 4.2 any more, we start from Lemma 4.1 and
take advantage of the homogeneity of the fractional Laplacian. We thus use the
Kruzhkov type doubling of variables techniques introduced in [44] along with ideas
from [45]; see also [54, 25, 33, 39, 35, 2, 50, 21, 41, 4, 22] for other applications of
this technique to nonlocal equations. We recall that the idea is to consider v to
be a function of (z,t), u to be a function of (y, s), and use the approximate unit
@9 (x,t,y,s) in (4.1) as a test function. For brevity, we do not specify the variables
of u,v, and ¢” when the context is clear. Finally, we recall that dw = dz d¢ dy ds.

6.1. A technical lemma. In order to adapt the ideas of [45] to the nonlocal case,
we need the following Kato type of inequality. The reader could skip this technical
subsection at the first reading.

Lemma 6.1. Let o € (0,2), ¢,¢ € R, 7,7 € R and I be a real interval with
a positive lower bound. Let u,v € LY (Q7), ¢ satisfy (1.5) and ¢V be the test
function in (4.1). Then

&
:/%/MGI sgn(v(x,t) —u(y, s))

o (et el 2 0) — ¢ (uly + 2P 2,9) ) — el 1) = pluly. )
RS

-9 (z,t,y, 8) dz dw
/2 /I \e[ —p(u(y,s))]0u(t — s) Pyt |Z(|dz—)-)a_ pelr —y) dz dw,

with h(z) := (¢|z|77! — ¢|2|77Y) 2. In particular, if c = & and v = 7, then € < 0.

Proof. Note that £ is well-defined as “convolution-like integral of L'-functions.”
Indeed, ¢ (z,t,y,s) = 0, (t — $) pe(x — y), where 8, and p. are approximate units,

31f not, there are an, Bn — A and rp — 74 € [0, +00] such that lim T;”"%;"‘ < 400 and

Wap—Bn
——"— = o(1)+
|an*/8n| ( )

Iun un dlpa, —#g, [(2)
[ ot 2 —uo() g St B [ Doy b, 12)
|z]|>7n | |<rn |an — Bnl

=:Ipn =:Jn

(M = cq VM |ug|py = 1 to simplify). By Fatou’s lemma liminf J2 > flz\<r 2|2 (+00) dz and
liminf I > o, lluo(- 4+ 2) —uo()llL1 [G5(A) — Ga(N) Inz]] |2~ d=Xdz. This is not possible
since these integrals can not be both finite at the same time.
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so that by Fubini,

JorJocr?”

{p(wz+eclz 2 t) = (uly +clzl ™ 2,8) } = {p(v) — ¢(u)}
dz dw
|Z|d+a
dz
< 2 (lle(wllz@r) + lle()lLr@r)) ey [T < o0,
z|e
since u and v are L N L, ¢ is VVI})COO with ¢(0) =0, and inf I > 0.
Then by (2.4) and the nonnegativity of ¢,
= o her?
2J] IEI
=14 4)) — v-1 — —
ol 210 2.0) g uly + ell 2 9)] o) )] |

|Z|d+oc

-/ : /H () — plw)

o B dz
ol sty el 5 s) - 07 o du

=0, (t—s){pc(z—y+(E|z[T~ 1 —c|z|771) 2)—pc(z—y)}
the last line has been obtained by splitting the integral in two pieces and using the
change of variable (z + ¢|z[771 2,t,y + c|z|""1 2,5, —2) = (,t,y, s, 2). The proof
is complete. Il

6.2. Proof of Theorem 3.1. During the proof we freeze the nonlinear diffusion
functions and use a sort of linearization procedure. The techniques could look a
little bit like the ones in Young measure theory and kinetic formulations [47, 11, 20].

Proof of Theorem 3.1.

1. Initial reduction. We first reduce the proof to the case where

(6.1) {Uo = Uo,

¢’ and ¢’ vanish outside I(ug) and take values in [A, A],

with I(ug) = (essinf ug, esssupup) and for some A > A > 0. Let us justify that we
can do this without loss of generality.

Since u takes its values in I(ug) by (2.6), we can redefine ¢ to be constant
outside this interval without changing the solutions of the initial-value problem
(1.1). Hence A could be taken as a Lipschitz constant of ¢ on I(ug). In a similar
way, we could also modify ¥ outside I(ug) if vg = ug. The last assumption is no
restriction. Indeed, by (2.7),

lu = vlleoizyy < llu—wleqoriey + [w — vlleqoryr

<|lwo—wvoll 1

for the entropy solution w of (3.1) with initial data ug; hence, (3.4) of Theorem 3.1
holds for w — v whenever it does for u — w. Finally, if A does not exist, we can
always consider sequences ¢, () := p(§) + % and ¥, (£) = ¥(§) + % for which it
does. The associated entropy solutions u,, and v, respectively converge to v and v
in C([0,T); L') by e.g. Theorem 4.2. Consequently, if we could prove (3.4) for
Uy, — U, it would follow for uw — v by going to the limit.

In the rest of the proof we always assume (6.1).
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2. Applying Kuznetsov. Let us use the entropy inequality (2.5) for v = v(z,t)
with k& = u(y, s) fixed and ¢(x,t) := ¢ (x,t,y,s). By Remark 2.1 and an integra-
tion of (y, s) over Qr, we find that

Je

+ / B(0) — )| L2167 (1, g, )] () duw
Q

2
T

(\v —u| 0" + q4(v,u) - quﬁe’”) dw

T /Q sen(v — u) L2 [ (v(-, 1)) (2) 6= du

2
T

[ ) = ) 6 (. T ) didyds
RIXQr

[ o) = )] 6 (.0, ) dodyds > 0
RIXQr

Inserting this inequality into the Kuznetsov inequality (4.2), we obtain for all r, e >
Oand T > v > 0,

(6.2)
”u(aT) - U('vT)HLl <

C(d) |uo|pv € + 2 (my(v) V my(v))

[ =)o) Voo du
Q

2
T
+/
Q
=:£5

+/Q sgn(v —u) (LY [P(o(,0)](2) = LY [p(u(- 5))](y)) 97" dw

2
T

=:£

(I(0) = @) £216° (£, 9)](@) + [9(0) = ()| L2160 (@, -, )| (y) ) duw

2
T

1253

where C(d) = C, from (4.2). During the proof, C(d) will denote various constant
depending only on d.

3. Estimates of & and E. A standard estimate shows that
(6.3) & < Tluolsv [If = ¢'lloo;

see e.g. [27, 48, 28]. Let us estimate . By Taylor’s formula,
pe(x+2) — pe(x) — Vpe(z) - 2 = /01(1 —T)V2pe(x +72)-22dr
for all z, 2 € R Since p. € C°(R?), we infer that £X[p.] € L*(R?) with
1L8pelllnr < Gala) /| /01(1 —7) |2 HF2e /Rd IV2pc(z + 7 2)|dedrdz
z|<r
=C(d,a,€)r*™>.
Moreover, by Definitions (2.1) and (4.1),

LG9 (5t y, 9))(x) = O, (t — 5) L3 [pel(x — y).
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By Fubini and the convolution like structure of the integral, it follows that
/2 (v, ) = Pluly, s))| L7677 (- y, 1, 5)](2) dw
T

< (lv()ller@r) + ¥ (W1 (@r)) Cd, a, ) 127,
since [, = 1. In a similar way we can estimate the ¢-integral and conclude that
(6.4) Ey < Cor?e,

From now on C. will denote various constants depending among other things on e,
but not on r,v. For later use we note that & — 0 as v, | 0 and e is fixed.

4. FEstimate of &3 — the linear case. We consider the case ¢’ = a and ¢/ = b
for a,b > 0. In this case

&3 = Gala / / sgn(v — u) ¢
2 |z|>r

a(v x—l—zt)—v) b(u(y +z,8) —
|Z‘d+a

(6.5)
u) dz dw.

By the change of variables z — ba z, we see that
t) — t
vat ) —v@t)
[b=a z|dte

1
= Ga(a) vle bzt v t) dz,
_1 |Z|d+a
|z|>b" ar

b Lo u(-, 1)) (z) = Gala) /| i

and similarly that

a L u(-, )] (y) = Ga() /| . u(y + ac];,ci)a— u(ys)

It follows that

dz
ggzad(a)/ / L4
2 J(ave)~ dr<izi<(ant) & |2]T

(6.6) o) / ? /Z>(a/\b)tlxr (v~ )

(v(x +bw z,t) —u(y + a= z,s)) —(v—u)
' |2|d+a

oY dz dw
=:&31 + E3,9,

where & 1 contains only the u-terms if a > b, or only the v-terms in the other case.
In the u-case, e.g.,

1
wy+aez,8)—u .,

€31 = Ga() N . sgn(u —v) 6] = ) ¢“" dz dw.

2 - - |Z‘ +

2 Ja " ar<|z|[<b ar

The estimates for £3; are similar in both cases, and we only detail the u-case.
As in the proof of Lemma 6.1, we use that

sgn(u(y.s) —v(, 1) (u(y+a¥ z,5) — uly,s))

u(y + aw z,8) — v(x,t)' — |u(y, s) — v(z,t)|,
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to deduce that

‘u(y +aw z,8) — U(xﬂf)‘ — Ju—v|
53’1 < Gd(a)/2 / L e ) oY dz dw
a ard|z|< ar

|Z‘d+oz
~Gafa) [ Ju-ul
Q2

T
S (bt s -6 A e,
a” ar|z|<bT ar

=0, (t=3) (pe(a—y—a™ 2)=p.(e=y))

We continue as in the derivation of (6.4), and use a Taylor expansion with integral
remainder of p.. Since the first order term contains the factor

z
———dz=0
1 1 d ’
/aar<|z<bar |Z| to

we find an estimate similar to (6.4), namely

(6.7) &1 < Ce (l[ullLr(@ry + 0llri@ry) 77
We emphasize that Ce can be chosen to be independent of @ and b by (6.1) (more
precisely C. = C(d, a, e, A, A); this will be important in the next step.

5. Estimate of £35. Note that a,b are arbitrary reals such that (6.1) holds, i.e.
A >a,b>A, and let o > r; > 0. Since A > 0 and r will be sent to zero, we

assume without loss of generality that r1 > A_é r. In particular, 1y > (a Ab)"ar
Then

53,2:ZGda/ / sgn(v — u)
2. J\zlel;

(v(x +b% 2,t) —u(y + a= z,s)) — (v —u)
’ |z|d+e

oY dz dw

3
=: E &394,
i=1

where I) = (rg,400), Is = (r1,72) and Is = ((a Ab) & r,71).
By adding and subtracting sgn(v—u) u(y—i—bé z, s) and using Lemma 6.1 with ¢ =
¢=ba and v =4 = 1, we find that

U +béz,5 —u +aéz,s v
&322 < Gd(oz)/z /l . sgn(v — u) € |)Z|d+a(y ) ¢ dz dw.
€

By the BV-regularity of u, we then immediately deduce that

|z| dz

i 1
&322 < Ga(a) |u[Lio,r;Bv) la™ —ba| 2]

r<|z|<ra |Z

Moreover, going back to the original variables aw z+ z and ba z z, we find that

u+atzs) o,
Joy o o0t = 0 v s

_a/ / sgn(v — u) (|y |—Z+zas) ¢%" dz dw,
2. J| \>ao¢ ro
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and a similar formula for the b-term. Hence we find that

E321 < Gy(a)(b—a / / sgn(v — u) (ytfas) oY dz dw
2 Jiz1>(avb)a |2

+ Ga(a) sgn(a —b) a/\b/ / . ce
2, J(anb)« ra<|z \<aVb)ar2

where the integrands are the same. Since ¢“" is an approximate unit,
Gd( ) |a bl

E321 < C(d) —— [JullL1(qr) 7D Ty %,

where C'(d) = 2.5;.
It remains to estimate &2 3 in (6.8). By Lemma 6.1, with ¢ = aw and ¢ = ba

(6,9) 8323 <Gd /2 /aAb*a r<|z|<r |U_u‘9 (t_S)
Ape(w —y+h(2)) = pe(z —y)} 2|77 dz dw

with A(z) := (bs — a= ) z. After a Taylor expansion of p. with integral remainder,
we find that

Es08 < Gala / / /(1—r>|v—u|e (t = 5) |20
2 (anb)™ ar<\ |<ry
“V2pe (x —y+7h(2)) - h(2)*dr dz dw.

Remember that the integral of the first order term in z is zero by symmetry. By
a standard argument, |v — u| is BV in y as composition of a BV with a Lipschitz
function (cf. e.g. [11]). Hence, by an integration by parts with respect to y,

T 1
E323 < Gd(a)/ / / L / (1—=7)0,(t—s) 2|77
0 T J(anb)” @ r<|z|<ry JO

AL oty 7 hE) ARG 4T, o) — a5}
dr dzdxz dtds.

We use the notation dV,|v(z,t) — u(-, s)|(y) in case V,|v — u| is a measure. Then
|Vylv — u|] < |Vu| in the sense of measures since y is the space variable of u. It
follows that

fraa<Gule) [ [ [ =)0~ 5) o )
. {/ Vpe (z — y+ 7 h(=))| d| V(. s)|(y)} dr dzdz dt ds.

By Fubini* we 1ntegrate with respect to (x,t) before (y,s), and then we use that
h(z) = (b& —a=)zand [|Vp| =1 [|Vp| = ng) (by (4.1)), to see that

T 1
€325 < Cala) / / / (1= 7) |z
0 |z]<r1 JO

(6.10) ~|h(z)|2|u(-,s)|BVdezds/ 0,|Vpe| dz dt
Qr
G L 7"2 a
< (@) S s oy (a — b2 T

4applied for fixed s, so that d|Vu(-, s)|(y) dzdx dt is a tensor product of o-finite measures!



20 N. ALIBAUD, S. CIFANI, AND E. R. JAKOBSEN

6. FEstimate of &3 — conclusion in the linear case. By the estimates of 4 and 5,
(6.6), (6.8), etc., we can then conclude that

E3 < E31+E321+E322+E323

< Ce (llullzr@ry + 0l L1 (@r) T~

a—"b _,
+0@ Gl { X o g v

1
a a

|z| dz
|Z|d+lx

(6.11)

1 1
+ ulz10,1;Bv) la= — b= |
r1<|z|<ra

TR (F —phy L
2 o Ulrro,;BV) (@ c s

for arbitrary ro > ry > A_é r. Note that the ﬁ—term has to be handled with care
since it could be large in the general case when ¢’ and ' can be degenerate.

We conclude the estimate of £5 by choosing the values of constants r; and 5. In
the critical case where « = 1, we take ry =T Al and rp, =1V (a\/Hbl;U% Notice
that if |ug|py = 0, then uy = 0 as constant integrable function, and (3.4) reduces
to (2.6). In the sequel, we thus assume without loss of generality that |ug|py # 0.
Note then that +oo > ro >ri =T A1 > A_é r for r small enough (r | 0 in the
end). By easy computation and Lemma B.1 of the Appendix,
|z| dz
|2]d+1

la — b =Cla—>bl(Inry —Inry)

r1<|z|<ra

<Cla= o {IT]+ Ly, w1 4 oy o)
Tl >1 [uolBv

< C{(l + | InT| + |uo| v, El(uo)) la —b|+]alna—b lnb\},

where C' = C(d) and where Eq (ug) is defined in (3.3). We finally deduce from (6.11)
that, when a =1,

&3 < Ce (llullzrgr + lvllLr@m)
|uo| BV

+ C(d U
( ){” HLI(QT) ||UO||L1 ‘

(6.12) + (1+ [T + Juol 5y E1(uo)) lulpror;mv) la — b]

=+ |U‘L1(0,T;BV) |CL lna — b ln b‘

a— D

1
+ T Julpio,m;8v) (@ — b)? g},

for all TA1 > A~'r. To divide by |jug||z1, we have assumed without loss of
generality that we are not in the case where |lug||r = 0, for which (3.4) also
reduces to (2.6).

When a > 1, we simply choose 9 = +0o0 in (6.11) and we get

o

& < Cc (llullzr(@ry + 0l Li@m)

1 1 1, 14
(6.13) +0(d) Gale) { = luluo.1mv) la® = b% |}
2—a

1 19T
[ul g2 0,rsmv) (a¥ — b3 )2 -1,

+
2—« €

for all 71 > A_é .

7. Estimate of E3 - the general case via linearization. The idea is now to reduce to
the linear case in step 4 by freezing the “diffusion coefficients” ¢’ () and ¢'(§). To
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do so, we introduce the function

(614) XZ (6) = Sgn(b - CL) 1(a/\b7avb) (E)a
for £,a,b € R. By (6.2), we then find that

0= Gala) [ 2 / s

v(z+2,t) u(y+z, s)
fv(m t) f (y,s) d§ (be’l/ dz dw

|Z|d+a

/2/|>r/sg“—u

x:jéiii DO () — X1 (©) ¢'(6)
' |Z‘d+a

(6.15)

o= d¢ dz dw.

Let us notice that this integral is well-defined, since e.g. [ |x%(£)|d¢ = |b— a| and,
¢’ and ¢’ are assumed bounded by (6.1).
For each 6 > 0, we define a regularized version of &3 as

ciof [ ] fwir-s

(616) v(z+2,t) u(y+z,s) ’
' Xo(z,t) (9K’ (flidﬁiu(%s) Q) ¢'(&) 6 ws(€ — ¢)dC dé dz du,

where the approximate unit ws(&) := %w (%), and
weCrNLYR), w>0, /w:l.

For each (,¢ € R, let Q¢(C) = f_coo ws (€ —w)dw — f_ooo ws (€ — w) dw, and note
that

o(@tat) v(z+z, t)
[ @ete-gac= [T 00 = 0t + 2.0) - 0ctote ).

Moreover, sgn(v—u) = sgn (Q¢(v) — Q¢ (u)) since Q¢ (+) is increasing, and since ¢(+)
is smooth and vanishes at zero, Q¢(u) and Q¢(v) have similar boundedness, inte-
grability, and regularity properties as u and v. It follows that

£4()
=Guo) [ [ [ seni@cto) - 0ctu o

Y Qv+ 2,1) = Qe(v) = @' (€) (e (uly + 2, 8) = Qe(w))

|Z|d+a

dz dwd€.

This integrand has similar form and properties as the one in (6.5) for fixed ¢!
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We continue in the critical case when o = 1. We argue as in step 4 with a = ¢/(€)
and b= ¢’ (£). By (6.12) we get that for all TA1 > A~ 7,

£4(5) < / C. (191 1+ () + 19 (0) 112 @) ) 7dE

et | {nﬂg(unu(@ﬂ [wolzv | ey — g e)]

l[uollzr
+ (L+ I T + [uolpy Ei(uo)) [Qe(w)lLro.m:mv) [¢'(6) — ¢ (€))]
+ 192 (W) 0,i8v) [#'(§) @' () = ¥'(€) Ing'(§)]

+ T 1)l 2 07:8v) (¢ (€) = ¥/(9))? 1} dg

€

<Cor / 19 ()1 21 (my + 192 (0)]| 1 (@ €

lwolv  ,
A -

+ (14 [In T + [uo| gy Ea(uo)) B ll¢" = [l
+ B¢ Ing' — ¢ In'||o
1

+TBlly —v'|% -},

with A = f ||Q§(u)||L1(QT) d£7 B= f |Q£(u)|L1(O,T;BV) df, and
l¢" — ¥ |loc = esssup |’ — ']
I(uo)

The supremum above can be taken only on I(ug), since ¢’ and ¢’ are assumed
to vanish outside this interval by (6.1). Note also that C. = C(d, «, ¢, A, A) can

be chosen independent of ¢'(§) and ¢’(§) as discussed below (6.7). A standard
argument, see Appendix A, then reveals that

(6.17) /lng(U)||L1<QT)d§ = ullzr@r
(6.18) /\Qg(UNLl(o,T;BV)dﬁ = |ulpio,1;Bv)s

and hence that A < T ||ug||zr and B < T |ug|pv by (2.6).
By standard computations given in Appendix A,

(6.19) lim £5(9) = €3,

and it follows after going to the limit in the estimate above, that

53 S CE’I“
+C(@) {T B1(uo) ¢’ — ¥/l
(6.20) + T (1+ [T Juolzv 1’ =¥l

+ Tluolpv ¢ Ing' = o
1
+ T2 fuolzv I’ =¥}

forall TA1>A"'r when a = 1.
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When « > 1, similar arguments using (6.13) show that for all r; > A_é T,

E3 < Cer®™®
Gyla 1 1 —a
(6.21) +C(d) { Off 1) Tluolpv 1) = () [l 71
Ga(a) N 19 7“% *
5 Tluolsv [(¢)F — @) *|% 1.

8. Conclusion. We have to insert the estimates of the three preceding steps into
(6.2). Let us begin by the case where o = 1. By (6.3), (6.4) and (6.20),

[u(,T) = o( )|l <2 (mu(v) Vm,(v)) + Cer
+ T luolav 1" = ¢'lloc

—|—O(d) {luOBvé
+T Ei(uo) [|¢" — 9|l oo

+T 1+ |InT)|uo|sv [l¢" — ¥l
+ T lug|pv |l¢" Ing' — 9" Iny'||o

1
Tl I~ VI L

for all r,e > 0 and T > v > 0 such that T A1 > A~ 7. We complete the proof by
sending r and v to zero, and taking e = T ||’ — /|| 0o-
When a > 1, we find using (6.21) that
[u(T) = v(,T)|pr <2 (mu(v) V m,(v) + Cer®™®
+ T uolpv |f" = ¢'ll

+ C(d) {|UO|BV €
Ga(a

)
+a71

1

T [uolpv [[(¢')® — ()7 [|oo 71~

Ga(@) ni 12 "
T o —
+ G4 gy ) - @) H 12 L
for all e > 0, T > v > 0 and r > A_é r. We conclude by choosing €
T% ||(¢')= — ()% ||oc and 71 = T's. The proof of Theorem 3.1 is complete.

(]
Remark 6.2. (1) From the proof, we find that C' < C(d) (1 + a) + Gd(a )

in (3.4) when a > 1. By (2.2), lim4o C(d, @) is finite and only depends on
d.

(2) In particular, C < C(d) (1 + (O‘) + C;d(z)) when « > 1 also in (3.6).

6.3. Proof of Theorem 3.8. Here no linearization procedure is needed since ¢ =
1. The new difficulty comes from the fact that the two Lévy measures are different.
A key idea is to change variables to work with only one measure.

Proof of Theorem 3.8. We argue as in the preceding proof with « = u® and v = u?,
ie. (uo, f,¢) = (vo,g,%). To simplify references to similar computations, we still
use the letters u and v for a while.

1. Applying Kuznetsov, initial estimates. As in step 1 in the proof of Theorem 3.1,
we apply Lemma 4.1 and estimate the L,.-terms. We obtain estimates similar to
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(6.2), and (6.4), and conclude that for all a, 8 € (0,2), r,e >0 and T > v > 0,
||u(7 T) - U('v T)HLl
< C(d) |uo|pv € + 2 (my (V) V my(v)) + Cc (127 4 r27F)

+ [ sl =) (E7 (0] @) ~ £ e, ))(w) 6 du.
Q2

T

(6.22)

:253

The new 72~ #-term comes from the new £2-term in the estimate corresponding to
&>. Note that the terms in & only involve one function ¢, but different «, 8. Most
of the remaining proof consists in estimating &s.

2. Change of variables and first estimate of £3. We perform several changes of
variables to move the differences between £*7 and £°7 from the Lévy measure
to the z-translations. This is similar in spirit to what we did in the preceding
proof to obtain (6.6). First we let 2 = |z[" ~'z (y > 0), and note that d =
= z|40 7 =1 dzP so that |z|~9Pdz = v |3|~9"#7dz. Take y = Vg = \/%, and

check that —d — v = —d — Va8 and

L5 (o, 1)](x) = Ga(B) 75 /

—1
|z|>r "8

p (v(@ + 127" 2, 1) — p(v(z, 1))

|Z‘d+m dz.

Then we use the change of variable z — (Gd(ﬁ)wg)ﬁ z and get that

ool @ = [ “WHQWEHQ?”W””M

where cg 1= (Gq(B) 'y,g)%f > 0 and rg := (Gq4(B) 75)7#13 r75 " > 0. Similar compu-
tations for u show that

U co 2|71 2, 8)) — o(uly, s
Ea,r[(p(u(_78))](y):/Mm pu(y+cal |Z|d+¢a7)) p(uly, s)) @

where v, := \/g, Co = (Ga() 'ya)% and ro := (Gg4(a) ’ya)_ﬁ . Hence

< / / dz
3 = e
2 JraArg<|z|<raVrg |Z‘d+ op

+ / / sgn(v — u)
2. Jz|>raVrs

{oW@+cplzl?7 2, t) — o (uly + calz
' 2| d+Var

Tt z8) b — {e(v) — p(u)}

<% dzdw
=851+ E3,9,

where the integrand of £3; only contains either u-terms or v-terms. As in the
preceding proof, cf. (6.6) and (6.7), we find that

(623) 63,1 S Ceor(l)a

SIndeed, dz = F(z)dz for F(z) = |det (D (|z|”f71*1 z))| and
Dl Tl = (v =) Pr@a [ Ml
Hence F' is positive, F(Az) = \)\|d(771*1) F(2) for all A € R, and radial since
F(Re) = |det (77! —1)Re(Re)" + RRY)| = |det (R((y™' —1)ee’ +1d) R")| =471,

for all orthogonal matrices R € R4*4 and column vectors e of the canonical basis.
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where 0,.(1) = maxy—q 5(re V 1r5)277 VP — 0 as r | 0 and «, 3 are fixed.
Most of the remaining proof consists in estimating &3 2. Before continuing, let
us list the following properties that will be needed: for any d € N and X € (0, 2),

Hma,,@—))\ Ya = hma,ﬁ%)\ VB8 = 1,
limg g o = limg gac = Gd()\)% > 0,

: Yo—v8l _ 1
limq, g o=l = 3

. |ca—cg|
limsup, 5, la—p] < oo

(6.24)

In particular, the limsup is a constant of the form C = C(d,\) (note also that
this limsup is in fact a limit but this is will not be needed). These properties are
immediate consequences of (2.2).

3. First estimate of £35. We introduce parameters 7o > r; > 0. Notice that
r1 > 1o V rg for sufficiently small » (r | 0 in the next step). Let us define

532—253,2,11—2/2/ sgn(v — u)

|z|€T;

e (@ +cglel " 21) — ¢ (uly +calz 7 2,8)) } — {p(v) — p(u)}
|Z|d+\/ﬁ

- 99" dz dw

for I = (rg, +00), Iz = (7‘1,7"2) and I3 = (ro Vrg,r1). An application of Lemma 6.1
with ¢ = ¢ = c¢g and v = ¥ = 73, shows that

5321_/ / sgn(v —u) ¢
2. Jz|el;

_w( (y+calzl' 2,8) — ¢ (uly +ca 2" 2,5))
|2[d+VaP

(6.25)

dz dw.

We now estimate these terms.
Let us begin with €32 1. Going back to the original variables, ¢, |[z[7* 71z — z,

3 (p(u(y+ca|z|"{a—1 Z7S)) €,V
/2 />T2 sgn(v — u) LR @Y dz dw

=Gy(a / / sgn(v — u)w o%" dz dw.
2 J|z|>ca ry® |Z|

Let us continue by assuming that c, 73> > cg rgﬂ . By the above identity and a

similar one for the S-term, we then find that

E321

<[ sty s s (F02) - T ) s

, dzdw
+ Ga(B) / / 3 sgn(v —u) p(u(y + z,5)) ¢ —3.
2 Jegry? <|z|<ca 3 ‘Z|

By (1.5) and (2.6), [|o(u)llLi(@r) < M [luol|zr for M =T esssup;(,,) |¢'[, and then
by Fubini,

E32,1

< M ug| 11 {/
|z|>ca ]

Gu(B)  Galo)
|Z‘d+ﬁ ‘Z|d+a

dz
dz+Gd(5)/ _d=
cp T;E<\z\<ca rg ‘Z|d+ﬁ
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Doing the same reasoning when ¢, r3* < cg ry° and taking the maximum, we finally
get

Ga(B) — Gale)
2|48 [zjdte

€391 < M o1 /

3
2> (ca r3*)A(cs m3?)

(6.26) w
+ C(d) M ||ug| L1 max / —_—
o=a,p |z|€co{ca T3 ,cp T;ﬁ} ‘Z|d+a

where C(d) = maxjg g G4 is finite by (2.2) and from now on co{a,b} designs the
interval (a A b,a V b).

Next, by (1.5) and (2.6), [p(u)|r1(0,7;8v) < M |ug|py. Hence by integrating
first with respect to y in (6.25), we find that
dz

Yo __ ol
©20)  Ean < Miolsy [ lealsl —es ol

r1<|z|<ra

Finally, by Lemma 6.1

Esms < / / lp(v) — ()| 0, (t — )
2T raVrg<|z|<ri

Aol =y hE)) = e =)

with h(z) := (cg|2]7? 7! — ¢ |2|7=71) 2. This estimate is similar to (6.9), but with
a new displacement, new functions ¢(u) and ¢(v), and the new power \/a 8. By
arguing as before, we find that

C d T 1
fa2s = : )/ /| / (1 =7) [z~ VP (=) P o (ul- 5)) | pv dT d= ds,
0 z|<r1 JO

€

instead of (6.10). Since |o(u)|1(0,7;8v) < M |ug|pv, We get that
dz

1 2
2 & < C(d)M |u f/ cg |z — ¢y |27 ———.
(6.28) 3,2,3 (d) M |uo|pv c \z|<r1‘ 52| 2] 2@ VB

4. The general estimate. Let us resume the preceding estimates. By (6.22), (6.23),
(6.26), (6.27), (628) and the fact that &5 = 53)1 + 5372)1 + (9372)2 + 8372)3, we have
proved that for all o, 8 € (0,2), ¢ >0, T >v >0, 70 > 17y >0 and 7 > 0 small
enough,
lu® (-, T) = u? (-, T) | o
<2 (my (V) Vimy,(v)) + Ce (12 + 1278 4 0,.(1))
+ C(d) |UO|BV €

+ M Juol| 1 / Ga(B)  Ga(o)

|z]>(ca T;“)A(c5r;6) |Z|d+5 ‘Z|d+a
+C(d) M [Jugl / a=
ugl|| 1 max _—
o=a,B |z|€co{ca 13% 5 7.;6} |Z|d+a'
+M|UO|BV/ |Ca |Z‘70765‘Z|’Y’6|L
r1<|z|<ra |Z|d+ ap
O Mol 7 [ fesla = ca o
€ Jlz|<m |Z|dJr ap

Now, we pass to the limit as 7, v | 0, thanks to (6.23). Next, we replace the L!-norm
at time T by the C([0, T]; L')-norm, which can be done without loss of generality
since t]|¢'|lcoc < T||¢'|loc = M, for all ¢ < T. Finally, we replace € by ¢|a — 3],
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which can also be done since € is arbitrary. We deduce that for all «, 8 € (0, 2),
€e>0,and ro > 71 >0,

[u® = uPl| o1z
< O(d) luo|pv €|a — B

G G
Al | AB) _ Gala)
[2]>(ca T3 )N (cp rzg)

|Z‘d+ﬂ ‘z|d+a

=:J;
dz
+ C(d) M ||up|| 2 max /
o=a,B |z|€co{ca QT’;B} |Z|d+g
(6.29)
::Jz
dz
FMpolsy [ fealal™ = ealaPt| — o
r1<|z|<rz : |Z|d+ b
=:J3
C(d) M ‘UO|BV 1 2 dz
+ cglz|”? —co |2 ——— .
€ |O[*ﬂ| ‘z|<7~1‘5| | 0¢| ‘ ‘ |Z|d+ /aﬂ
=:Jy
. . . . . J; . .
The rest of proof consists in estimating lim sup,, 5_, = (i=1,...,4). We will

use the letter C' to denote various constants C' = C(d, A).

5. The case A € (1,2). We first let 79 — +00 so that (ca79%) A (cgr9”) — ~+00,
since all these coefficients are positive (cf. step 2). We get at the limit
(6.30) Ji=Jo=0

and J3 = f\z\>r1 |ca |2[7977 — cg|2|7%77% | dz, with 04 := Va B — 7, and 0o =

VvV ﬂ — V8-
Let us estimate J3. We recognize a term of the same form than in (5.2) with the
new “locally Lipschitz” coeflicients c,, cs and powers o,,0g. Arguing as before,

dz
J3 <lcq —cg| max / — + (ca V clg)/ 2|47 — |2|7979% | dz,
o 0=00:98 J|z|>r |Z‘d+a “ \z\>r1’ ‘
s
where J3 < Sy |22 +284 | = | 1n<1. By (6.24),
r % o 7?
limsup —— < C (ri™* +1,,41) +C limsup L1\
a,B—X |Ot*5| N a8 la— P o3

<cri=if A>1

=:J3

where a Taylor expansion with integral remainder shows that

~ — I |
JSZHII;SU)? |0-;_;T| ‘/ UTrl n7'1+7'1 dT‘ gc,r%—)\ (1+‘1n7’1|),
a,B—

with 0, := 704 + (1 — 7) 05. We deduce the following estimate:

(6.31) lim sup ——

< (Cri- A1+ |Inr
oA |Oé—ﬁ‘ 1 ( ‘ 1|)

Let us notice that this estimate fails when A = 1, because 0,08 -+ A —1=0 as
a, 8 — 1.
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Let us now estimate J4. By adding and subtracting terms,

1 |ca :F05|2/ 2 dz
Jy< S e T 0 27 & |29 ]2 —=2 .
2 ; |OZ—B| |z|<r1 |Z|d+m

=:J4 4+
By expanding the squares and integrating,
p2Ya—Vap p2rs—vap T%+75—va6 >
1 1

Ji+ =S8 L - +2
! d<27am 29 —VaB oty —Vap

By (6.24), the limit of J4 4 is easy to compute and we get

. J4 2—\ . J4 —
limsup —— < C'r + C limsup —— .
a,f—1 o — B ! a,f—1 (a—p)?

|

'S

We estimate J~4’, by multiplying and dividing by (7. — v5)? and changing the

variables by a := v, — —Vgﬁ and b:=y3 — @ We get

WY
Jy,— <limsup M
a,B—1 ‘O‘ - B|

1 r2a 2t 27“%“’
Jdimsup ——— | — + — —
a’bﬁcp la—0b]2 \ 2a + 2b a+b )’

where ¢ :=1— % > 0 is the limit of a,b as «, 8 — A. By (6.24) and the estimation
of the last limit in Lemma B.2(ii) in appendix,

j4,_ < C’rf_A (1+ In? ry).

We conclude that

. 4
(6.32) lg%s_l}llp o7l <
Note that this estimate works even if A = 1.

We are now ready to conclude the proof and show (3.8) when A € (1,2). Recall
that we estimate Lip, (u; A) using (6.29) with ro = +00. The limsups of the terms
on the right-hand side are estimated by (6.30), (6.31) and (6.32). We get for all
€>0and r; >0,

Cr2 A1 +1n?r).

€

22
Lip, (u; A) < C'luo|pv {€+M (T}_A (14 [mre]) + 22— (1 +In? 7“1)> }

We complete the proof by taking e = M* (1+ |In M|) and 7, = M>.

6. The case A = 1. We have to estimate again J; in (6.29) (i = 1,...,4). This
time, we do not let ro — 4o0.

For J;, we recognize again a term of the form (5.2) and we argue in the same way
to estimate it. The only difference is that the fixed cutting parameter 7 is replaced
by a moving one (c, 3% ) A(cgr3” ). But, by (6.24) it follows that lim, g_s1(cq 79%) A
(cpry”) = Ga(1) r2 with G4(1) > 0, and we leave it to the reader to verify that this
is sufficient to extend the proof of (5.3) to the current case. Now, this estimate
becomes

(6.33) limsup N <O (Ga(D)ro) M (1 + | In(Gg(1) rp)|) < C’r{l (1+|Inrsy]).
a,f—1 |a - 5'
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For J5, we use that

=S, max f‘ CaT3*) 7 — (cp r;‘;)_”‘
o=a,f 0
=S4 max, lca 9™ — cg 7,25‘/ TCoT (1—7)ep r;B)fafl dr.
0'—0[

By (6.24) and a simple passage to the limit under the mtegral sign,

. lear3” —esry’
limsup —— < C'r; ?limsup —2—~2-2 1
a,f—1 ‘Oé—ﬁ| 2 a,B—1 |04_ﬁ|

To estimate the last limit, we write

lcam3® —cary’| < lea —cal (13 V1ra®) + (ca Vcg) [r3® — 17|,

where [r3® — 75" | = |Va — V5] |1n7'2| fo p5 1T Q7 Hence, again by (6.24),

(6.34) lim sup ——

<Cry 1+ [Inr).
afol |Ck—ﬁ| 2 ( | 2|)

We have to do again the estimate of .Js, since the preceding one (6.31) fails.

Js < |eq — cp| ma / |z]7 dz
35 [Ca—Cp X T
: o=a,f r1<|z|<rs |Z|d+ *p

dz
Yo __ Y| "
+(ca\/0/3)/ ||2[" — |z| ||z|d+ =

T‘1<‘Z|<T2

—ids

so that by (6.24) and a simple passage to the limit under the integral sign,

6.35 lim su <C(|lnri|+|Inrs|) + C limsu .
( ) a,B—)lp |Oé — B| (| 1| | 2|) o ﬁ—)lp ‘Oé — B|

To estimate Js, we first assume that a,ﬂ 7é 1, so that Yo —VaB=(1—a)y, #0

and 5 — v/a B # 0. Hence, J3 = f -+ [[*...) in polar coordinates, and
Ya—ValB g 7”75_\/0‘571

~ T
J3 < Sq : -
2| var ~var
By Lemma B.2(i) in the appendix,
m)

J3 <284 |7e — V8l max ma)%(l Vo) In?r;.

o=«

By sending a or § — 1, we see that this inequality holds also when « or § = 1.
Hence, by (6.24) and (6.35),

(6.36) lim sup
a,f—1 | _B|

<O (|Inry| VIn?ry + | Inry| VIn? ry).

Finally, for Jy, we use (6.32) which is still valid and we are ready to show (3.8) in
the critical case. By (6.29), (6.33), (6.34), (6.36) and (6.32), we have for all € > 0,
and ro > 11 > 0,

Lip, (u;1) < C'lug|py €
+CM JJuollprry ™ (1 +[Inra)
+ C M |uo|py (|In7y| VIn?ry + |In7y| V In? ry)

+CM|UQ|B\/*( —‘rhl Tl)
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We complete the proof by taking e = M (1+ |[InM|), 11 =M A1, ro=1V lluolipy

luolBv
and noting that ||ug||pr < |ug|py if 72 = 1.

7. PROOF OF THEOREM 3.3

This section is devoted to the proof of Theorem 3.3. Let us first recall the notions
of entropy solutions of (1.6) and (1.7) introduced in [44, 16]. For (1.7), we use an
equivalent definition introduced in [40].

Definition 7.1 (Entropy solutions). Let ug € L= N LY(R?) and (1.4)-(1.5) hold.
Let u € L=(Qr) N L=(0,T; L1).

(1) u is an entropy solution of (1.6) if, for all k € R and all nonnegative ¢ €
C(R? % [0, 7)),

/ <|U — k| 0vp + qp(u, k) - Vo — sgn(u — k) p(u) ¢) dz dt

+/ lug(z) — k| ¢(x,0) dz > 0.
Rd

(2) w is an entropy solution of (1.7) if,
(a) p(u) € L*(0,T; HY),
(b) and for all k € R and all nonnegative ¢ € C°(R? x [0,T)),

L (k906 a8 ¥+ lotw) — (8] Ag)

—|—/ lup(z) — k| ¢(z,0) dz > 0.
Rd

To prove Theorem 3.3, we need to establish some technical lemmas. Let us begin
by a compactness result.

Lemma 7.1. Let ug € L™ N LY(R?), (1.4)—(1.5) hold, and for each o € (0,2), let
u® be the unique entropy solution to (1.1). Then, there exist u,w € L®(Qr) N
C([0,T); L') such that u = limyou® and w = limapou®, up to subsequences,
in C([0,T]; LL.) and almost everywhere in Qr.

loc

Proof. We only do the proof for w, the proof for u being similar. Let us consider a
sequence o, T2 and let us define E := {u®} . We will show that F is relatively
compact in C([0,7T]; LL.). First we take a sequence {uf},, C L> N L' N BV (RY)
that converges to ug in L'(R?), and let E,, denote the family {u%m},, of entropy
solutions to (1.1) with & = ay,, and uf as initial data. We begin by showing that
E,, is relatively compact in C([0,T]; Li.).

The family E,, is equicontinuous in C([0,T]; L') by Corollary 3.6, and Re-
mark 6.2(2). For each t € [0,T], {u&™(-,t)}n is relatively compact in L (R9)
by the L' N BV-bound (2.6) and Helly’s theorem. By the Arzela-Ascoli theorem,
E, is relatively compact in C([0,T); Li,.) for any n € N.

The relative compactness of E, and thus the existence of w € C([0,T]; L), is
now a consequence of the L!-contraction principle since

Qm,

(7.1) sup [[u®™ —up™[|co, 00y < lJuo —ugllzr — 0 as n — 400,
meN
Taking a subsequence if necessary, we can assume that u®™ converges to w in
C([0,T); L) and almost everywhere in Q7. In particular, by the a priori estimate
(2.6), we infer that w € L°(Qr). To prove that w € C([0,T]; L), we observe
that F is equicontinuous in C([0,T]; L') by the triangle inequality, the convergence
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estimate (7.1), and the equicontinuity of F,. Hence, for any R > 0, m € N, and
t,s €[0,T],

[(w(-, ) = w(:,5)) Laj<rllzr
<l t) —u ()
1w 8) = (5 8) Vaj<rllr + 1w 8) — (-, 8)) Loj<rllLr
< o(1) +2[[(w — u) Lz <rlleo,m):Lr)s
where o(1) — 0 as |t — s| — 0 uniformly in R and m. We then conclude that
[(w(-,t) —w(-, )]y < o(1) as|t—s[—0

by first sending m — +oco0 and then R — 400 using Fatou’s lemma. (|

Let us now verify that these limits satisfy the entropy inequalities of the preceding
definition.

Lemma 7.2. Under the assumptions of Lemma 7.1, u and w satisfy the entropy
inequalities of Definition 7.1(1) and (2b) respectively.

In the proof we need the following lemma:

Lemma 7.3. A functionu € L>°(Qr)NL>(0,T; L') is an entropy solution of (1.1)
(cf. Definition 2.1) if and only if for all convexr n € CY(R), all r > 0 and all
nonnegative ¢ € C°(R? x [0,T)),

/ (n(U) 0o + q}(u) - v¢> dz dt

T

(7.2) +

S

(a20) £316)+ o () £7 [p(w)] 6) o

T

n(uo()) p(x,0) dz > 0,

d

where qg(u) = Ou n'(t)g'(r)dr (for g = f,¢).

This result is well-known for (local) conservation laws, see e.g. [36, p. 27]. Be-
cause of the presence of the discontinuous sign function in the Kruzhkov formulation
(2.5), any proof will be more technical than in the local case and we therefore pro-
vide one in Appendix C.

_|_

T

Proof of Lemma 7.2. We begin with the proof for w which is easier.

1. Entropy inequalities for w. Using the definition of £ and £*" in (2.1), we send
r — +o00 in the entropy inequality (2.5) and find that

[ (e =120+ 450 0) - T0 = [o(u®) = o(0)] (-2 6) o
(7.3) @r
+ |uo(x) — k| ¢(x,0)dz > 0.
Rd
Since (—A)2¢ = F 1 (|27 |*F¢) and —A¢ = F~! (|27 - [> F¢), by Plancherel
(7.4) —(=N)2p = N¢ inL*Qr)asat?2

To get the entropy inequalities of Definition 7.1(2b), we must pass to the limit
in (7.3). This is straightforward for the local terms due to Lemma 7.1 and (2.6).
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For the nonlocal term, we first observe that

— [l el (-8 Fodra

T

— [ {let) — el = o)1} {26 - 86— (~2)F 6} daat

T

=iq(u”)
< / q(u®) Apdzdt + [lg(u) | L2(@n) 146 + (=2)* llL2(@r)-
T

By (7.4), the second term tends to zero since ||q(u®)|/12(q,) is bounded indepen-
dently of . The boundedness follows from (2.6) and an (L', L>)-interpolation
argument since ¢ € I/Vli:o (R) and ¢(0) = 0. By the C([0,T}; L{,.)-convergence of
u® (up to a subsequence), the first term converges as a1 2 to

/ lp(w) — (k)| A¢pdx dt.

This completes the proof for w.

2. Entropy inequalities for u. Let us fix » > 0 for the duration of this proof and
start from the entropy inequalities (7.2), written for convex and C*'-entropies 7.
There is again no difficulty to pass to the limit as a | 0 in the local terms of
(7.2). For the first nonlocal term, we use that £[¢] — 0 uniformly on Qp. This
is readily seen from (2.1) and (2.2). Let us also notice that ¢}, defined just below

(7.2), satisfies g} € WE°(R) and q}(0) = 0. Hence

loc
/ qg(ua) L3 p] da dt — 0,
Qr

since ¢]L(u®) is bounded in C([0,T]; L'). For the remaining nonlocal term, we split
the integral and get

/ o (u®) L2 p(u®)] ¢ da dt
Qr

< —Gd<a)/| ﬁlia/QT n' (u®) p(u®) pdz dt

z|>r ‘Z

=:1
Ga(a) «
+0 I o) oo,y 9l Lt (@r)s

——
=:J

where C' is an L*-bound on 7'(u®). Notice that for all fixed r, lim, oI = 1 and
lim, o J = 0 by (2.2). Since 7’ is continuous, we can pass to the limit as & | 0 in
the inequality above, thanks to (2.6), the almost everywhere convergence of u® (up
to a subsequence), and the dominated convergence theorem.

The limit in (7.2) then implies that

| () 010+ () Vo~ (w) o) 8) dodt + [ n(un(2) o(,0)do > 0,

T Re

for all convex C*-entropies n and fluxes qf(u) = o 7' (7) f'(7) dr. It is then classical

to get the desired Kruzhkov entropy inequalities of Definition 7.1(1) from these
inequalities, see e.g. the if part of the proof in Appendix C. (]

To prove that w satisfies (2a) of Definition 7.1, we need to derive an H % -estimate
on u®. In the sequel, H? (R?) denotes the fractional Sobolev space of u € L%(R%)
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such that [fpo. (@) —u@)® g, dy < 4+o00. The H?%-semi-norm can be defined in

[z —y[d+e
both the following equivalent ways:

2 Gala) (u(z) — u(y))® _ o | 4|2
(7.5) lul?, s = 2 //]R?d o gie dzdy = /Rd |27 & | Ful=dE.

The H3%-norm is defined as ||u||§{% = |Jull?. + |u|2% The equality in (7.5) is
standard, cf. e.g. [1]. In the sequel, the knowledge of the precise constants will
be important to get estimates uniform in « 1 2. For the sake of completeness, we
therefore provide a short computation of them in Appendix C.

Lemma 7.4. Let a € (0,2), ug € L N LY(R?), (1.4)~(1.5) hold, and u® be the
unique entropy solution to (1.1). Then

/Rf’( (@ T) e+ o) e, < [ Pola)) do

where ®(u) := [, (7)dr for all u € R.
Remark 7.5. Note that ® is nonnegative, convex, and 0 at 0.

Proof. We can take n = ® in (7.2), since it is C' and convex by (1.5). Using also
Lemma 7.3 and the continuity of u® in time with values in L*(R%), as in Remark 2.1,
we find that for all ¢ € C2°(RI+1),

/ ((I>(u°‘) O+ qF (u®) - w) dz dt
(76) [ (a0 £210] + olu) £ p(u)] 6) dadl
+ /Rd D (up(x)) ¢p(x,0)da > /Rd O (u(x,T)) ¢(x,T) da.

Then take ¢(z,t) = yr(v), where R > 0 and g is an approximation of 1j,<r

such that yg € C(RY), {yr}r>0 is bounded in W2°°(R4), v — 1 in W12 2 (RY)
as R — +oo. It is obvious that the V- and £&-terms in (7.6) vanish as R — 400,
since ng e Wb *(R) and qf(O) = 0 for g = f,p. For the L*"-term, a standard

loc

computation shows that for all u,v € L?(R%) and r > 0,

(7.7)

—/ u LY [v] dx

+2) —v(z)
= —Gy4( // vl dzdx
a | \>r el
_ Gy() // w(w) v(z) —32Y_ dx dy // ) dz dy
2 |lz—y|>r ‘l’ - y|d+a |z— y\>r |(,E - y|d+a
dx dy // dx dy
- u(x) v g
//Iry>r @)vly) = jawa \x — y|*te | — y\>r (=) |z — y|d+a}

Gd —u(y)) (v(z) —v(y))
//z y|>r |x_y|d+a de dy.
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Hence, by the dominated convergence theorem,

/ () Lo p(u)] yp dz dt
Qr

_ GT@ / ! / /| (p(u (2, 1)) — p(u(y, 1))

({0 (2. (o) = 2" (00 10 (0)

Gala) [T (p(u(x, 1) — p(u”(y, 1))*
N > /0 //|x_y|>r dx dydt

|z — y|*te

dt

as R — 4o00. Going to the limit in (7.6), we then find that
/ O(u(x,T))dx
Rd
T o a 2
(O [T ] ) ) gy
0 lz—y|>r

2 |z — yldte

< /Rd D (ug(z)) de.

The proof is complete by sending r | 0 and using the monotone convergence theo-
rem. (]

From this energy type of estimate, we have the following result:
Lemma 7.6. Under the assumptions of Lemma 7.1, p(w) € L*(0,T; H').

Proof. Recall first that by (2.6) and a (L', L°)-interpolation argument, {u®} ¢ (0,2)
is bounded in L2(0,T;L?). Using in addition the preceding lemma, we find a
constant C' such that for all a € (0, 2),
@)l a0 s < C-
Using the Fourier formula in (7.5),
| e o agar < o
Qr

(recall that F is the Fourier transform in space). Now we use the following inequal-
ities: for all 1 < 8 < o and all £ € R?,

A+ 27y <A+ 2mE)P <L+ 2mg))™ <227 (14 27EY).
We deduce that

/ (1+ 27 €% |Fo(e)? dedt < 2071 C.
Qr
Going back to the integral formula in (7.5),

G r ) (z,t) — p(u®)(y, t))? o
||@(ua)||%2(0,T;L2)+ d2(6)/0 //R2d (‘P(u )('ﬁm)yﬁi’i} )(y )) dzdydt < 2 1o

By Fatou’s lemma, applied for a 1 2 with fixed (3,

: Ga®) [* [[ (o)1) = o)1)
et + 52 [ [ EEHED— 0N oayar < 2c.
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Finally, Fatou’s lemma applied to the Fourier formula shows that

QCzhminf/ (14 [27€|%) | Fop(w)|* d€ dt
12 Or

> [ (@t lzreP) 1 Fotu) deat,
Qr
The proof is complete. i
We end by the proof of Theorem 3.3.

Proof of Theorem 3.3. Let u,w € L>=(Qr)NC([0,T); L') be defined in Lemma 7.1.
By previous lemmas, they are entropy solutions of (1.6) and (1.7), respectively.
By uniqueness (cf. [44, 16, 40]), the whole sequences converge and the proof is
complete. O

8. OPTIMAL EXAMPLE

In this last section, we exhibit an example of an equation for which Theorems 3.1
and 3.8 are optimal. Note that the modulus in f is the same than in [27, 48]. This
modulus is optimal for linear fluxes, i.e. for equations of the form dyu+ F -Vu =0
where F' € R?. This is readily seen by the formula u(z,t) = ug(x — ¢t F). Here,
we focus on the new fractional diffusion term. The proofs work for o = 2 and
our example is also optimal for the results in [24]. Let us finally mention that this
example is motivated by Remark 2.1 of [33] and similar remarks in [37, 35, 2].

Let us consider, for every a € [0,2] and v, a > 0,

(8.1) Bt a(~A)3u =0,
u(z,0) =71o(v" ),
where @ := [~1,1]¢. This is (1.1) with ug as above, f = 0 and ¢’ = a. Notice that

luollps = 2944+,

(8.2) luo| gy = d 2977, ‘
Ei(uo) = d 29~ (1 + (In g)l) 1og, (i=1,2),

where E;(ug) is defined in (3.3).

8.1. Optimality of Theorem 3.1. Let us fix @ € [0, 2] and let us use the notation
u =: uy. Given T' > 0 and other parameters b, ¢ > 0, we define

law — b=, a>1,
Wa—b =< |alna—blnbl|, a=1,
la —b], a <1,
Té, a>1,
or =< T|InT|, a=1,
T, a<l,
74, a>1,
oy =< y% Iny, a=1,
ydti-a a < 1.

We also introduce the best Lipschitz constant of a — u, at a = ¢:

|wa — UbHC([o T);LY)
Lip_ (u;c¢) := lim sup N
<P( ) a,b—c |a - b|
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Theorem 3.1 and (8.2) imply that the function a > 0 — u, € C([0,7]; L) is
continuous at a = 0 and locally Lipschitz continuous for a > 0 with for all ¢ > 0,
lua — upllc(o, ;1) = O(Wa—b) as a,bl0,
Lip,(u;c) = O(or) asT 0,
Lip,(u;c) = O(0oy) asy — +oo,
while all the respective remaining parameters are fixed. The result below states
that these estimates are optimal.

Proposition 8.1. Let o € [0,2] and ¢ > 0.

lua —usl| ol
a co.TiLh - ).
Wa—b

(i) For all T,~v > 0, liminf, ;0

Lip,, (u;c)
e wie) .

Lip,, (u;c)
T~

(ii) For all v > 0, liminfpo

(iii) For all T > 0, liminf, 4 > 0.

Remark 8.2. This result shows that the modulus of continuity in ¢ — ¢ derived
in (3.5) is optimal for linear diffusion functions. It also shows that the T- and

lwolly o o

ug-dependencies of this modulus are optimal in the limits 7" | 0 or ol oy

(recall that luoller oy by (8.2)).

luo| BV

8.2. Optimality of Theorem 3.8. Let us now use the notation u =: u® to em-
phasize the dependence on «. Given A € (0,2), we define

M=> |InM|, A>1,

G =< M In? M, A=1,
M, A<,
74, A>1,
Gy =< 74 In?~, A=1,

A=A Iy, A<,
where M := T a. We also consider the best Lipschitz constant of o +— u® at o = A
defined in (3.7). Then, Theorem 3.8 and (8.2) imply that for all A € (0,2),
Lipa(u; >‘) - O(5M) as M \L 07
Lip, (w;X) = O(6,) as y — +oo0,
while all the respective remaining parameters are fixed. The result below states
that these estimates are optimal.
Proposition 8.3. Let T,a > 0, M =T a, and \ € (0,2). There exist My,vo > 0
such that:
(i) For all vo >~ >0, liminfy o Llpgi](;w > 0.
(i) For all My > M > 0, liminf,_ ;o 2222 5 ¢

Remark 8.4. This result shows that the M- and ug-dependencies in (3.8) are optimal
at the limits M = T ||¢/[|oo 4 0 or Lelit 40

[uol BV
8.3. Proofs.
Proof of Proposition 8.1. Let us prove each items in order.

1. Item (i). Let us first assume that 7' = = 1. The general case will follow from
a rescaling argument given at the end of the proof. Let us define

(8.3) &o :/Qua(:r,l)dz/Qub(x,l)dx.
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Since [|uq — upllc(o,13;:1) = lual(-1) = up(-, 1)[|zr > |Eq], it suffices to show that
lim inf, 50 Lol 0. Tt is well-known that ug(z,t) = F~ (e ta2™I") « 1g(z). A

Wa—b
short computation shows that

Eo = /]:71(67&‘2%'@ — P12 (15 % 1) dx

= [(erenmer by (F1g) g

d
(8.4) _ 24 /(e—a lel™ _ e—b\f\a) HSiHC2(§i> d¢
i=1

wd

2d

1 d
- / / (b—a) [¢|* e =DV TTsinc? (&) dr dg,
0 i=1

d

where & =: (&1,...,&4) and sinc(&;) = SIE—E To get the third line, we have used

the formula Flg(€) = H?:l % and the change of variable 27¢ — £ We
now give separate arguments for the cases a < 1, a =1, and a > 1.

a. The case v < 1. This is obvious since 0 < [ |€]* [T, sinc2(&;) d€ < +o0.

b. The case a > 1. Note that |€]* < d* 132 | |&]*. Hence, by (8.4),

1

(8.5) €ql > Ia,b// la—b||&1|* e 4" Tat (=D& ginc2(£)) dr dg
0

where

od 4 - .
I, = — ~d 7 @) 61 gine2(g,) de,.
o=l [« sine? (€;) e

Since e=4" " (@VB)IEI" 5 1 as a,b | 0,

2d71 d
(8.6) Loy > Coi= — H/Sincz(&) d¢; > 0,
=2

™

for all a,b > 0 sufficiently small. Hence, assuming e.g. that a > b, we get

1€q| > Co /“|§1|O‘_2 e~ elal" gin? () dgy
(87) =:1,
e / blEy|o 2 e eI Gin?(g)) de,.

Before continuing, notice that this estimate is valid for o = 1; this is will be useful
later. Let us continue the case o > 1 by changing variables,

I, =an / |€1]72 emdo T al” sinz(a_% &) dé.
Doing the same for the b-integral and adding and subtracting term,
€l = Co (a= —b%) / G |* eI sin? (a7 &) déy

(:8) 0ot [l e fuina= &) — st (% ) a

= Co (CLé - bé)Il <|’C’0bé IQ.
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By a Taylor expansion and an integration by parts,
1
ml= et =) [ fazjor g
’ =:f(¢1)
-2 sin (a;}T 51) cos (a;le fl) d¢; dr
=sin(2aa s &1)

1
/ /f/(fl) cos (2(1;,1751)(151(17 ,
0

1

(a% —b7)

Q=

<bo

1
2
where a, . = Taw + (1 — 7)b= and f’ is integrable when o > 1. We deduce
that Coba Iy = (> —ba ) o(1) as a,b | 0, since for fixed 7, cos (2ag% -) converges

. . o . 1
to its zero mean value in L-weak-x. By a similar argument sin®(a~= -) also
weakly-* converges to its positive mean value m and hence

lim I; = m/ & |*2 e=d" M al® dé; > 0.
a,bl0

We thus conclude the result from (8.8).

c. The case « = 1. We restart from (8.7) assuming again that a > b, a,b small.
This time we cut I, into three pieces.

- | v [ [
1<]&i]<a™! |&]<1 [€1[>a—t

We do the same for the b-integral and we get
ol = o [ aléal el sin?(6)) dey
1<|£1|<a_1

- CO/ bl&y| " e P sin® (&) dg
1<]é1]<b1

[€1]<1 [&1]<1 [€1]>a—1 |&1]>b—1

The last two terms are O(a—b) = (bInb—a Ina) o(1) as a,b | 0. To show this, we
follow line by line the arguments of a and b respectively, noting that all integrals
are well-defined because of the new domains of integration. Let now I denote the
remaining term. Recalling that a > b,

=G / 6]t (o161 — peblerl) sin?(g,) dey
1<|é1|<a—?

G | blex ™! eIl sin?(6)) dey
a=1<|&|<bt
= Il + 12.
Note that

L) < Co / ble |t dey
a~l<|€1]<b™t

=2Cpb(lna—1Ind) <2Cy(a—>b) = (blnb—alna)o(l)
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. . .. I .
as a,b | 0. Hence it remains to show that lim 1nfa’ a>b>00 FTnb—aTna > 0. Since

b

1
ge 16l _petlal = (g — b)/ (1= (ra+(1—7)b)|&]} e Tort-nBlal 47
0

-1

> £~ (a—0b) forall [§] < %,
0 for all |&;] < a7t
we find that
e’! 12
h2Coa=t) [ el i) de
ST‘”<|€1|<G2
Coe! _
ZZOT(CL*I))/ &l .
E<lal<es
To get the last line, we have used that since sin®(-) > 1 on E := [T, 3] 4+ 7 Z, with
R\E=E+?1,
Lo artsinteda = [ el st da
SE €< %<‘51|\—,_2/
=:g9(1&11)
1
(89) =5/ g(lea]) ey
BEO{2F<|&l}

1
> 1), olahas,

by translation and since g is nonincreasing. It follows that
I >Co(b—a) Ina+ O(a—b)>Co(bInb—alna)+ (bInb—alna)o(1)

as a,b | 0, where Co = % > (0. Here we have used that b Ina > b Inb, and since
bInb —alna > 0 for small a > b > 0, the proof of (i) is complete under the
assumption that 7=~ = 1.

For general T,y > 0 fixed, the result follows from rescaling. Let w(z,t) :=
v~ Yu(yx,Tt) and note that

{wt + Ty “a(=A)5w =0,
w(z,0) = 1g(z).

Set p:=T~~* and w =: w,, to emphasize the dependence on the new “nonlin-
earity” pa. Then by the results of the T'=~ = 1 case above,

lim inf |wpa — wub”C([O,I];Ll)
a,bl0 Wypa—pb

>0,

where w._. is defined on page 35. By a simple change of variables,
[ua = wslloqoriety = Y wpa — waslleqo;)s
and since wy, q—pup ~ We—p as a,b | 0 (p is fixed!), (i) holds for any T,y > 0.

2. Item (ii). Let us adapt the preceding arguments. We only give the proof for the
case 7 = 1 and ¢ = 1, noting that the general result then easily follows from the
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rescaling w(z,t) = vy~ tu(yz,y*c1t). We have
Jo talz, T)dz — [, up(2,T) dz

Lip,(u;1) > lim

a,b—1 a—>b
2 T|¢|* - 002
(8.10) = | Tl e € T ] sine?(&) dé,
i=1

thanks to (8.4) written for time T. At this stage, the case a < 1 follows from a
direct passage to the limit. For the other ones, we argue as in (8.5)—(8.6), and find
that there exists Cy > 0 such that for all sufficiently small T,

Lip,, (u; 1) > CO/T\§1|O‘ e~ TIaI gine2(&) dg

=:1
It remains to prove that liminfr g % > (. The case a > 1 follows, as before, from

the change of variable T= & — & and the L°°-weak-* convergence of sin? (T*i ).
For the a = 1 case, we again split [ into three parts,

1:/ +/ +/
1<|é|<T 1 [€1]<1 |§1/>T—1

As in case (i), the two last terms are O(T) = T |InT|o(1) as T | 0, and the
remaining integral can be bounded below as in (8.9) by

éo/ T|&| ™ dé > CoT|InT|+ T |InT|o(1) asT |0,
SE L& |<T 1

where Cy > 0 is another constant independent of T small enough. The proof is
complete.

3. Item (iii). We assume that 7' = ¢ = 1, and note that the general case follows
from the rescaling w(z,t) = u(T= ca x,Tt). We start as in the preceding case,
considering this time integrals on v @ in (8.3). Arguing as in (8.4) by replacing Q
by v @, we find that

ng:/ ug(z, l)dx—/ up(x, 1) dzx
v Q 7Q
2d ! o
=St [ [ o= age iz [Tsne*tr &) arde

and hence

Lip,(u;1) > lim

a,b—1

a— md

2d .-
&yq ’ _ 7,}/2d+1 / |£|aef|§| HSiIlCz(’yfi) de.
i=1
After changing variables v £ — &, we then get that
Lip,, (u;1) > 2 Y [y fg e T ﬁsincz(é) ¢
e T = d L K )

This is the same expression as in (8.10) with v~ in place of 7. Note that
~dt1 UT| =0,
T=n—
according to the definitions of o and 0., on page 35, and hence by the proof of (ii)

Lipv(u;l)
.

we have that liminf,_, > 0. The proof of (iii) is complete. O
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Remark 8.5. In the proof of Corollary 3.6, a rescaling in time transformed the con-
tinuous dependence estimate (3.4) into the time continuity estimate (3.6). Hence,
we leave it to the reader to verify that the same rescaling allows us to prove that
(8.1) is also an example for which Corollary 3.6 is optimal.

Proof of Proposition 8.3. We adapt the arguments of the proof of Proposition 8.1(i).

1. Item (i). To avoid confusion with the proof of (ii) below, we denote the fixed
parameter v by 4. We consider the new difference

5Q::/ uo‘(x,T)dJ;—/ uP(z,T) dz
7Q FQ

with moving powers «, 8 € (0,2) and time 7. We let M = T a and argue as in (8.4)
to see that

2d ~ _ a _ 8 d . ~
:7,)/2d+1/(€ Mg _ o—M ] )HSIHC2(7£i)d£

d

m i=1

2 sar1 ' 1
=53 [ [ a-a)tmieharjgrero-ns

d
e Mgt e H sinc®(7 &) dr d¢,
i=1
so that

2 .
(811)  Lip,(u; A) > ﬁaml‘/(1n|5|)M|g\Ae*M\f\ il;[lsm&(agi)dg :

=:1
7]

oM

> 0.

To complete the proof, we must show that liminf,; o

a. The case A < 1. Now
I d
lim 57 = [ (nle ¢ [ sine*(7 ) dé = 15,
i=1

Since sinc(0) # 0, lims o Iy = +00, and we see that (i) holds for 4 small enough.

<1’ +f|§|>1.... The first
integral is of order O(M) = &p7 0(1) as M | 0, by a direct passage to the limit.
Arguing as in the preceding proof (cf. (8.5)—(8.6)), the last integral can be bounded
from below by

/ (In&1]) M |62 e MIG™ in2(5¢,) dgy = J,
[€1]>1

In the other two cases we split I in two, [ = fl

up to some positive multiplicative constant Cy independent of M small enough.
Note that Cy will also depend on 4 > 0 which is constant in this proof. Hence it

suffices to show that liminfas o 5‘14 > 0.

b. The case A > 1. By the change of variables Mx & — &,

T=M / e 62 e TR s (vt 6) dey
[E1]>M X

— AT MR (lnM)/ e TN Gin2(M% A6 dey.
[§1|>M~
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It is clear that the first term is O(M>) = M |In M| o(1) as M | 0, and that the
second one has the expected behavior due to L>-weak-x convergence arguments.

c. The case A\ =1. We write J = f\fl\>M*1 ---—|—f1<‘£1‘<M,1 .... The first term
s O(M|InM|) = M (In* M) o(1) as M | 0 by the change of variables argument of
the A > 1 case. For the remaining term, we argue as in (8.9), using this time that
sin?(% -) is bounded below by 5 on 7y —1 . Taking N so large that the new function

g (defined below) is nonincreasing on ((4 N 4+1) £ 571, 400), we get a lower bound
Of the form

/ (In &) M & e ™M ST sin?(3 &) dg
<|&1|<M—1

>e ' M (In[&1]) €] 7" Lgjans— sin®(F&1) déy
(AN+1) T4~ 1<]&] e
=:g(|S1
-1
(&4 _
>-—M (In|&]) [&:] 7" d&

4 Janen §aidal<m
-1
= eTM In® M + M (In® M) o(1) as M | 0.
The proof of (i) is now complete.

2. Item (ii). To avoid confusion with the preceding proof, we denote the fixed
parameter M = T a by M. Then, by (8.11),

d
(812)  Lip,(w;)) > % N [42 41 / (I f¢]) j¢[* e~ [T sine? (v &) dé
i=1

=:1
and it suffices to show that liminf,_, o —J}I‘ > 0.
Yy

a. The case A > 1. Since In|¢| has different signs inside and outside the unit
ball, we split the integral I in two,

]:/ +/ N T
lgl<1 l€/>1

By the inequality |In|¢|||¢]* < d*! Z?:l |In |&]]|&|> for [¢] < 1 and the change
of variables v &; — &; for j # 7, we find that

d d
a1 S [ g [T sincr)de
i=1 7 1€1<1 j=1
A
< P dz / |1n|£z|||§z| dle/smc (&) de;

i=1 lgil<1 JFi

Here we also have used that sin?(y¢&;) < 1. It follows that lim SUP., 4 oo Iﬁ%l <
C(d,\), a constant that does not depend on M.
Let us now see that I is the dominant term provided that the fixed parameter

M is chosen sufficiently small. We have

d
I > 24 / (Inf€a]) €2 e 161 T sinc?(v &) de,

i=1
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and then, letting &, := (&1,7 7 &, ..., 771 &) and changing variables v &; — &; for
1 # 1, we find that

~ A d
I > 5 / {<1n|§1|) [STam / e Mt Hsinc2(£i>d§2...dfd}sinz(wa)d&.
=2

By L°°-weak-* convergence arguments, liminf,_, —3 > m I, where

27
m = /0 sin2(§1)d§1£[2 / sinc? (&) dg; > 0

and Iy == [(In]&]) |62 e M 181" dg; . Since limy; o Iy = +oo, it suffices to fix
M > 0 small to get (i) in the A > 1 case.

b. The case A < 1. We restart from (8.12), change the variables v£ — £, and
pass to the limit as v — 4-00. The result follows.

c. The case A = 1. Let us rewrite I in (8.12) as

1:72d+1/ '..+72d+1/ '.'+72d+1/
yi<|gl<1 l¢l>1 lel<y=?

:Zle :2J2

By the arguments of the A < 1 case, the last integral is of order O(y? Invy) =
7% (In*v) o(1) as v — 40o. For Jy, we use that

‘/|>1 . ’ /1{5 \51\>f} Z/l&b | =d £:|£1|>ﬁ|m‘

by symmetry of the I-integrand (cf. (8.12)). We then bound |In|¢|| |¢] e~ M€l by
some constant C, change the variables v&; — &; for i # 1, get

d
et ][ [since) s
73 i=2

and conclude that Jo = O(y%) = v (In*4) o(1) as y — +o0.
Since J; > 0, it remains to show that liminf,_, .

| Jo| gd(]'yd/

1

b > 0. It will be

convenient to use the notation é = (&2,...,&4). By the change of variables v ¢ — &
and the inequality [£]&72 > |¢]71,

» nG e op
5>y /<|g|<w|£| F(E) sin?(£) de.

where f(§) := e~ M H _,sinc?(&;). Let us restrict to the domain of integration

~{(@ st 5 <lal< gy -1drana e <jf <o}

where € > 0 is fixed and so small that A ¢ {1 < |¢| <~} and Cj := miny f(£) > 0.
Then,

(’7_1|f|) .92 2
Jy > —C dé, dé.
' o /e2<§<e/5’*<|51<2 JEE & (6 der e

Arguing as in (8.9),

—1
5> 007/ / 01D g, ge,
e<|fl<e Jim<ier|<t Vg L8l
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V\ihere Co = S > 0. If v is large enough, then for all £ € A, vy~ |¢] < 471 (|&] +
|€]) < 1. We can then use that

-1 In (v (Il + [€))

gt (o el D)
€l &1] + €]

and by integrating the right-hand side, we get

~ 51 ~ ~
J1 > Coy Vd/ o In? (’Y_l (4 + |§|)> dg
e2<|€|<e
N 1 " N -
Gt [ (G ) aé
e2<[€|<e

> C:'o 7% %y + 4% (In%y) o(1)  as y — +oo.

Here Cj is another positive constant independent of ~ large enough. The proof is
complete. Il

APPENDIX A. PROOFS OF (6.17), (6.18) AND (6.19)

Proof of (6.17) and (6.18). Recall that €¢(-) is defined on page 21 and x?% in (6.14).
For A, we use that

[ 1octandc= [ [
= [ [ 0] [faste - agdnarac = s,

For B, we consider {u,}, C C([0,T]; Wb1) converging to u in C([0,T];L') and
such that fQT |Vun\ — ‘U|L1(0,T;BV)' Then

//T|V§25(un)|dwdtd§
://Tw(;(g—un(x,t))|Vun(x,t)|dxdtd§:/QT V|,

/ LD (¢) ws(€ — ¢)d¢| dw i de

so that

T
/|Qg(u)\L1(07T;Bv) dgg//o {liminf Rd|VQ§(un)|daﬁ} dtd¢

n—-+o0o

< tim [ [ 90| dededs = o)
Qr

n—-+oo

due to the lower semi-continuity of the BV -semi-norm with respect to the L'-norm
and to Fatou’s lemma.b O

6For the reverse inequality, we use that, at all fixed time and for all ® € C1(R?, R9) such that
2] <1,

/\Qg(U)\Bchz//Rd Q¢ (u) div® da de

://Rd/Xg(g)w(g(f—q)div@dCdzdg:/Rdudivfbda:,

and next we take the supremum with respect to ®.
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Proof of (6.19). Recall that & and £3(d) are defined in (6.2) and (6.16), respec-
tively. See also the original assumption (3.2) of the theorem, and the simplifying
assumption (6.1). First we define

v(z+z,t)
ozt (&)

Fv(Ivta Y, 87275) = SgH(’U - U) W ¢67V'

Let us recall that F), is integrable on Q% x {|z| > r} x R since [ [x%(€)[d¢ = |b—al.
Hence, by Fubini the function

G = [ [ Rtyssgdde
2. Jz|>r
is integrable with respect to £ € R. But, by (6.15), (6.16),

£ = Gula) / Gol€) 1 (€) — Gul€) (€) e

and &3(8) = Gala) [Y'(€) Gprws (&) — ¢ (€) Gurws(€) dE, where * is the convolution

product in R. Since ws is an approximate unit, the convolution products inside the

integral respectively converge to G, and G, in L'(R) as § | 0. Using in addition

that ¢’ and ¢’ are bounded by (6.1), lims o E3(5) = &5 . O
APPENDIX B. SOME TECHNICAL LEMMAS

Lemma B.1. For all a,b >0, |[a —b| (—In(a Vb))t <|a—b|+|alna—blnb|.

Proof. We assume without loss of generality that a V b = a and that a < e™! (the
result is trivial otherwise). Then

a a
|a Ina—b1Ind| = —/ (1+In7)dr = —|a—1?] —/ (InT)dr,
b b
since 1 + In 7 is negative, and hence
la —b|+]alna—0blnbl > —|a—b| Ina,

since the logarithm is nondecreasing. This completes the proof. (]
Lemma B.2. For allx >0, a,b# 0 and ¢ > 0,

(i) [z=2=t - Lb—l\ <la—b(1Vz®Vab) Inz,

(ii) lima e {ﬁ } <C22¢(1+Ina),
where C = C(c).

3;2‘7‘ I2b . 2wa+b

2a + 2b a+b

Proof. (1) Let f(a) = % Observe that (Inx) fol 27*dr = f(a) by a Taylor
expansion of z* at a = 0. It then follows that by differentiating under the integral
sign that f(a) = (Inz) fol 727 %dr and

f(a)—f(b)=(a—b)/0 f(ra+(1-7)b)dr

11
= (a—b) (In*z) / / 7ot (Tat(=70) 47 dr,
0o Jo

Since z7 (Ta+(1=7)8) < 1 v z2Vb v/ £91b | e find that
f(a) = f(B)] < |a—b] (In®z) (1 V2V zb),

and the proof of (i) is complete.
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(ii) Note that

z? +ﬁb C 22"t b(a+b)aP  fa(atb)a?t —dabxrt
2¢  2b  a+b 2ab(a+0)

b)2 b)2

(% —x (bx* —ax
2(a+0) 2ab(a+b)

The first term satisfies [2% — 2°| < |a — b| (z* V 2°) | In 2|. Moreover, by adding and

(A+B)* < A? + B2, we find that the second

subtracting terms and the inequality 5

term is bounded by

(bz® —axb)? < = (a—b)* (2% + 2°)* + % (a4 b)? (z* — %)%

N |

The proof now follows from these two inequalities. O

ApPENDIX C. PROOFS OF LEMMA 7.3 AND (7.5)

Proof of Lemma 7.3. The if part follows by approximating the Kruzhkov entropy

u +— |u — k| by smooth convex entropies u — 0, (u) == \/(u — k)2 +n-2 —n~L
The functions 0, (+) and 7}, (-) are locally uniformly bounded and converge pointwise
to | - —k| and the everywhere representative of its weak derivative given by (2.3).

Hence, if a function u = u(z,t) is bounded and such that #,(u) satisfies (7.2), we
can use the dominated convergence theorem to pass to the limit and find that |u— k|
satisfies (2.5).

To prove the only if part, we note that we may approximate (locally uniformly)
any convex entropy n € C*(R) by a family of piecewise linear functions 7, of the
form

(C.1) u»—)ﬁ(u):a—l—bu—i—Zcﬂu—ki\

i=1

where a,b,k; € R, ¢; > 0, and m € N. See e.g. [36, p. 27] for a proof. We need
to refine this construction to ensure everywhere convergence of the derivatives 7.
Consider the everywhere defined representative of 7' defined by

m

(C.2) wes i (u) =b+ Y e sgn(u — k),

=1

where the sign function is everywhere defined by (2.3). Since 7 is continuous, it
can be approximated uniformly on compact sets by piecewise constant functions of
the form (C.2). Take such a sequence {7, },, that converges locally uniformly on R
and redefine {7, }, to be the primitives such that 7,(0) = 7(0), i.e. functions of
the form (C.1). It follows that both 7,, and 7/, converge locally uniformly towards
n and 7.

Consider next the entropy solution uw = u(x,t) of (1.1) and note that the left-
hand side of the entropy inequality (7.2) is linear with respect to n, that (7.2) holds
with n(u) = a + bu since u is a weak (distributional) solution of (1.1), and that
(7.2) holds with n(u) = ¢; |u — k;| by the Kruzhkov inequality (2.5) since ¢; > 0.
The reader may then check that (7.2) also holds with n = 7 and the everywhere
representative of 77 given by (C.2).

Since u is bounded, we may use the dominated convergence theorem to pass to
the limit in (7.2) with n = 7j,, to find that (7.2) holds also for the 7 in the limit.
The proof is complete. O
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Proof of (7.5). Combining (1.2) and (2.1),

/ |27 & |}'u|2d§:/ wF (27 - |* Fu)dx
R4 R4
=/ uw(—=A)2udz
Rd

=—lim | wlY[u]dz

T\LO Rd
_ 2
_Gule) [ W)y,
2 R2d ‘JZ - y|d+a
thanks to (7.7) with v = u to get the last line. O
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