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For N = 1, 2, we consider singularly perturbed elliptic equations
ε2∆u − V (x)u + f(u) = 0, u(x) > 0 on RN , lim|x|→∞ u(x) = 0. For
small ε > 0, we show the existence of a localized bound state solution
concentrating at an isolated component of positive local minimum of
V under conditions on f we believe to be almost optimal; when N ≥ 3,
it was shown in [6].

1 Introduction

In this paper, we deal with standing waves for the nonlinear Schrödinger
equation

ih̄
∂ψ

∂t
+
h̄2

2
∆ψ − V (x)ψ + f(ψ) = 0, (t, x) ∈ R×RN . (1)

Here h̄ denotes the Plank constant, i the imaginary unit. For the physical
background of this equation, we refer to the introduction in [8]. We assume
that f(exp(iθ)s) = exp(iθ)f(s) for s ∈ R. A solution of the form ψ(x, t) =
exp(−iEt/h̄)v(x) is called a standing wave. Then, ψ(x, t) is a solution of (1)
if and only if the function v satisfies

h̄2

2
∆v − (V (x)− E)v + f(v) = 0 in RN . (2)

We are interested in positive solutions in H1(RN) for small h̄ > 0. For small
h̄ > 0, these standing waves are referred to as semi-classical states. For
simplicity and without loss of generality, we write V − E as V , i.e., we shift
E to 0. Thus, we consider the following equation

ε2∆v − V (x)v + f(v) = 0, v > 0, v ∈ H1(RN) (3)

where ε > 0 is sufficiently small. Throughout the paper, the potential V will
be assumed to satisfy

(V1) V ∈ C(RN ,R), V0 ≡ infRN V (x) ≥ 0 and lim inf |x|→∞ V (x) > 0.

An interesting class of solutions of (3) are families of solutions which
concentrate and develop spike layers, peaks, around certain points in RN

while vanishing elsewhere as ε → 0. In the case V0 > 0, the existence of
single peak solutions was first studied by Floer and Weinstein [19].
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For N = 1 and f(u) = u3, using a finite dimensional reduction method,
they construct, for any given non-degenerate critical point x0 ∈ R of V (x),
a positive solution uε having a single peak located at xε, and such that
xε → x0 ∈ R as ε → 0. Precisely they show that vε(x) = uε(εx + xε)
converges to the unique positive solution of

∆u− V (x0)u+ u3 = 0, u > 0, u ∈ H1(R).

Motivated by the approach in [19], many authors have obtained refined re-
sults on (3) in higher dimension and for more general f (see [2, 13, 14, 25,
26, 28, 29]). Let x0 ∈ RN denote the point where concentration occurs. In
the above papers it is necessary to assume that there exists a unique positive
solution U of

∆u− V (x0)u+ f(u) = 0, u > 0, u ∈ H1(R). (4)

Moreover if ∆φ − V (x0)φ + f ′(U)φ = 0, then φ must be of the form: φ =∑N
i=1 ai

∂U
∂xi

for some ai ∈ R. These uniqueness and nondegeneracy conditions
are known to hold only for a restricted class of f . On the contrary it is known
from [4, 5] that under weak conditions on f a positive least energy solution
of (4) exists. In addition these conditions are almost optimal.

In a different direction, a variational approach was initiated by Rabi-
nowitz [32] and developed further by several authors (see [8, 9, 10, 11, 15,
16, 17, 18, 21, 24]). But in this approach rather strong conditions of f are
still necessary.

It is noticed in [22] and [23] that the least energy solutions of (4) found in
[4] and [5] are nothing but mountain pass solutions. Since a mountain pass
solution is structurally stable, it is expected that the solution would continue
to exist under some perturbations. In fact, it is proved in [6] that for N ≥ 3,
this expectation is true. In this paper we prove the same phenomenon for
N = 1, 2. Thus this paper is complementary to [6]. More generally than in
[6], we allow the potential V to be zero on a bounded set. More precisely in
addition to (V1) we assume on V .

(V2) There is a bounded open set O ⊂ RN such that

0 < m ≡ inf
x∈O

V (x) < min
x∈∂O

V (x).
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We define
M≡ {x ∈ O | V (x) = m}

and set Z ≡ {x ∈ RN |V (x) = 0}.

We also assume that f : R+ → R+ is continuous and satisfies the follow-
ing conditions.

(f1) limt→0+ f(t)/t = 0;

(f1′) lim sup
t→0+

f(t)

t1+µ
<∞ for some µ > 0;

(f2) if N = 2, for any α > 0, there exists Cα > 0 such that |f(t)| ≤
Cα exp(αt2) for all t ∈ R+;

(f3) there exists t0 > 0 such that if N = 2, 1
2
mt20 < F (t0) and if N = 1,

1
2
mt2 > F (t) for t ∈ (0, t0),

1
2
mt20 = F (t0) and mt0 < f(t0), where

F (t) =
∫ t
0 f(s)ds.

We consider the following limiting equation

∆u−mu+ f(u) = 0, u > 0, u ∈ H1(RN). (5)

If (f1-3) hold, it is known from [4, 5] that (5) has a least energy solution.

Theorem 1 Let N = 1, 2 and assume that (V1-2) and (f1-3) hold. If Z 6= ∅
assume furthermore (f1′). Then for sufficiently small ε > 0, there exists a
positive solution vε of (3) such that for a maximum point xε of vε (which is
unique for N = 1),

lim
ε→0

dist(xε,M) = 0,

and wε(x) ≡ vε(εx+xε) converges (up to a subsequence for N = 2) uniformly
to a least energy solution of (5). In addition for some c, C > 0,

vε(x) ≤ C exp(−c
ε
|x− xε|).

In [4, 5], the authors proved that condition (f3) is necessary for the existence
of a non-trivial solution of the associated problem (5). In the case Z 6= ∅ we
need an additional decay condition on f at 0, but when Z = ∅, the conditions
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(f1-3) are the same as in [4]. Thus, basically, the concentration phenomena
occurs as soon as the equation (5) has a non-trivial solution.

The proof of Theorem 1 follows the approach introduced in [6], but is
more involved. Indeed our approach requires to prove that the set Sm of
least energy solutions U of (5) satisfying U(0) = maxx∈RN U(x) is compact.
For N = 2 it is more involved to show the compactness than for N ≥ 3.
Also at the heart of the proof in [6] is the construction of a good sample path.
Such a path is easy to construct when N ≥ 3 since it is given γ(t) = U(·/t)
for some approximate solution U. However the path γ(t) = U(·/t) does not
belong to the class of admissible paths when N = 1 or N = 2 and in the
two cases a different technical construction is required (see Proposition 2).
Finally when we allow V = 0 on a compact set, there is no constant C > 0,
independent of u ∈ C∞0 (RN) and of ε > 0 small, such that∫

RN
ε2|∇u|2 + V (x)u2dx ≥ C

∫
RN

ε2|∇u|2 + u2dx.

This difficulty, arising for any N ∈ N, requires additional technicalities with
respect to [6].

Defining u(x) = v(εx) and Vε(x) = V (εx), equation (3) is equivalent to

∆u− Vεu+ f(u) = 0, u > 0, u ∈ H1(RN). (6)

In our approach we take into account the shape and location of the solutions
we expect to find. Thus on one hand we benefit from the advantage of the
Lyapounov-Schmidt reduction approaches, which is to discover the solution
around a small neighborhood of a well chosen first approximation. On the
other hand we do not need the uniqueness nor non-degeneracy of the least
energy solutions of (5). Our approach is indeed purely variational.

2 Preliminaries

As we already mention, the following equations for m > 0 are limiting equa-
tions of (6)

∆u−mu+ f(u) = 0, u > 0, u ∈ H1(RN). (7)
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We define an energy functional for the limiting problems (7) by

Lm(u) =
1

2

∫
RN

|∇u|2 +mu2dx−
∫
RN

F (u)dx, u ∈ H1(RN). (8)

In [4] and [5], the authors proved that, for any m > 0, there exists a least
energy solution of (7) if (f1-3) are satisfied. Also they showed that each
solution U of (7) satisfies the Pohozaev’s identity

N − 2

2

∫
RN

|∇U |2dx+N
∫
RN

m
u2

2
− F (u)dx = 0. (9)

Let Sm be the set of least energy solutions U of (7) satisfying U(0) =
maxx∈RN U(x) and denote by Em the least energy level:

Em =
1

2

∫
RN

|∇U |2 +mU2 dx−
∫
RN

F (U) dx, U ∈ Sm.

Then, we obtain the following compactness of Sm.

Proposition 1 Suppose that (f1-3) are satisfied. For each m > 0, Sm is
compact in H1(RN) and there exist C, c > 0, independent of U ∈ Sm such
that

U(x) ≤ C exp(−c|x|) for all x ∈ RN .

Moreover, if N = 1, Sm consists of only one element, that is, there exists a
unique solution of (7) up to a translation.

Proposition 1 is proved in [6] for N ≥ 3. For N = 1 we refer to [4] for the
existence and [23] for the uniqueness. To prove Proposition 1 for N = 2, we
use the following lemma. We use the notationB(x, r) = {y ∈ RN | |y−x| < r}
for x ∈ RN and r > 0.

Lemma 1 Assume N = 2 and that G(t) ∈ C(R,R) satisfies

(a)

lim
t→0

G(t)

t2
= 0. (10)
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(b) For any α > 0 there exists Cα > 0 such that

|G(t)| ≤ Cαe
αt2 for all t ∈ R+. (11)

Then, for any H1-bounded sequence {un} ⊂ H1(R2) such that

sup
y∈R2

∫
B(y,1)

|un|2 dx→ 0, (12)

it holds that ∫
R2
G(un) dx→ 0 as n→∞. (13)

Proof. Let α ∈ (0, 4π) and set Ψ(t) = eαt2 − 1. It is proved in [1] (see also
[30]) that there exists Cα > 0 such that

||∇u||2L2

∫
R2

Ψ(
u

||∇u||L2

) dx ≤ Cα||u||2L2 for all u ∈ H1(R2) \ {0}. (14)

For u ∈ H1(R2) satisfying ||∇u||L2 ≤M , we have

M2Ψ(
u

M
) =

∞∑
j=1

αj

j!

u2j

M2(j−1)
≤

∞∑
j=1

αj

j!

u2j

||∇u||2(j−1)
L2

= ||∇u||2L2Ψ(
u

||∇u||L2

).

Thus we have∫
R2

Ψ(
u

M
) dx ≤ CαM

−2||u||2L2 for ||∇u||L2 ≤M. (15)

Under the assumptions (10)–(11), for any δ, M > 0 there exists Cδ,M > 0
such that for all t ∈ R

|G(t)| ≤ δΨ(
t

M
) + Cδ,M t

4. (16)

Let {un} ⊂ H1(R2) be a sequence such that ||un||H1 ≤ M and (12) holds.
By a result of Lions [27, Lemma I.1], (12) implies∫

R2
|un|4 dx→ 0. (17)

Thus by (15)–(17), we have

lim sup
n→∞

∫
R2
G(un) dx ≤ δCα.

Since δ > 0 is arbitrary, we have
∫
R2 G(un) dx→ 0. 2
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Remark 1 (i) A statement similar to Lemma 1 also holds for N = 1. More
precisely, assume G(t) ∈ C(R,R) satisfies (10). Then for any H1-bounded
sequence {un} ⊂ H1(R) such that supy∈R

∫
B(y,1) |un|2 dx→ 0, it holds that∫

R
G(un) dx→ 0 as n→∞.

In fact, {un} is bounded in L∞(R) since H1(R) ⊂ L∞(R). Thus for any
ε > 0 there exists Cε > 0 such that

|G(un)| ≤ ε|un|2 + Cε|un|4 for all n ∈ N and x ∈ R

and we can prove that
∫
RG(un) dx→ 0 as in Lemma 1.

(ii) In the spirit of the above proofs, under the condition lim supt→0
|G(t)|

t2
<∞

and in addition (11) if N = 2, we can see that
∫
RN G(u) dx stays bounded if

||u||H1 is bounded. Moreover under the condition (10) if N = 1 and (10)–(11)
if N = 2, it holds that

lim
||u||H1→0

1

||u||2H1

∫
RN

G(u) dx→ 0.

Proof of Proposition 1 for N=2. From (9), we see that for any U ∈ Sm,∫
R2

m

2
U2 − F (U) dx = 0 and

1

2

∫
RN

|∇U |2dx = Lm(U) = Em. (18)

Thus, {
∫
RN |∇U |2dx | U ∈ Sm} is bounded. We claim that {

∫
RN U2dx | U ∈

Sm} is also bounded. Assume by contradiction that there exist {Uj} ⊂ Sm

satisfying λj ≡ ‖Uj‖L2 → ∞ as j → ∞. We define Ũj(x) ≡ Uj(λjx). Then,
we see that

‖∇Ũj‖2
L2 = ‖∇U‖2

L2 = 2Em and ‖Ũj‖L2 = 1. (19)

Thus, {Ũj} is bounded in H1(R2) and satisfies

1

λ2
j

∆Ũj −mŨj + f(Ũj) = 0 in R2. (20)

For any sequence {xj} ⊂ R2, we may assume that after taking a subsequence
Ũj(x+xj) → Ũ0(x) weakly in H1(R2). It follows from (20) that mŨ0 = f(Ũ0)
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in R2 from which we see that Ũ0 ≡ 0. Indeed, since Ũ0 ∈ H1 satisfies
mŨ0 = f(Ũ0), the rearrangement of Ũ0 — say U∗ — satisfies U∗ ∈ H1

r (R2) ⊂
C(R2\0) andmU∗ = f(U∗). Since z = 0 is an isolated solution ofmz = f(z),
U∗ ∈ H1

r (R2) must be identically 0 and it implies Ũ0 ≡ 0.
Since {xj} ⊂ R2 is arbitrary, we have

lim
j→∞

sup
y∈R2

∫
B(y,1)

|Ũj(x)|2 dx = 0.

Thus by Lemma 1,

||f(Ũj)||2L2 =
∫
R2
|f(Ũj)|2 dx→ 0 as j →∞.

By (20),

m||Ũj||2L2 ≤
∫
R2

1

λ2
j

|∇Ũj|2 +m|Ũj|2 dx =
∫
R2
f(Ũj)Ũj dx

≤ ||f(Ũj)||L2 ||Ũj||L2 → 0.

This is a contradiction to (19). Therefore Sm is bounded in H1(R2).
To show the compactness of Sm, we first show that for any δ > 0 there

exists R > 0 such that

sup
|x|≥R

|U(x)| ≤ δ for all U ∈ Sm. (21)

If not, there exists {Uj} ⊂ Sm, {yj} ⊂ R2 such that |yj| → ∞ and lim infj→∞
Uj(yj) > 0. After extracting a subsequence, we may assume that Uj(x) →
U(x), Uj(x + xj) → V (x) weakly in H1(R2) with both U(x) and V (x) non-
trivial critical points of Lm. In particular

Lm(U), Lm(V ) ≥ Em.

Therefore

Lm(Uj) =
1

2
||∇Uj||2L2 ≥

1

2

∫
B(0,R)

|∇Uj|2 dx+
1

2

∫
B(yj ,R)

|∇Uj|2 dx

≥ 1

2

∫
B(0,R)

|∇U |2 dx+
1

2

∫
B(0,R)

|∇V |2 dx+ o(1)
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as j →∞ by weak convergence. Now since R > 0 is arbitrary, we have

lim inf
j→∞

Lm(Uj) ≥
1

2
||∇U ||2L2 +

1

2
||∇V ||2L2 = 2Em.

This is a contradiction and thus (21) holds.
By a classical comparison argument, we can derive from (21) that

U(x) + |∇U(x)| ≤ C exp(−c|x|) for all x ∈ R2 and U ∈ Sm.

Thus for any δ > 0 there exists R > 0 such that∫
|x|≥R

|∇U |2 +mU2 dx ≤ δ for all U ∈ Sm.

¿From this fact we can easily derive the compactness of Sm in H1(R2). 2

Proposition 2 Suppose that (f1-3) are satisfied. There exists some T > 0
such that for any δ > 0, there exists a path γδ : [0, T ] → H1(RN) satisfying

(i) γδ(0) = 0, Lm(γδ(T )) < −1, maxt∈[0,T ] Lm(γδ(t)) = Em;

(ii) there exists T0 ∈ (0, T ) such that γδ(T0) ∈ Sm, Lm(γδ(T0)) = Em and
Lm(γδ(t)) < Em for ‖γδ(t)− γδ(T0)‖ ≥ δ;

(iii) there exist C, c > 0 such that for any t ∈ [0, T ],

|γδ(t)(x)|+ |∇xγ
δ(t)(x)|dy ≤ C exp(−c|x|).

Proof. For N ≥ 3, it is easy to see from (9) that for U ∈ Sm, the path
defined by γ(t)(x) = U(x

t
) satisfies the properties (i)-(iii) for any δ > 0. To

establish the proposition we use some elements of [22, 23]. First we deal with
the case N = 1. Then Sm consists of one element U ∈ H1(R) and in addition
U(0) = t0 where t0 > 0 is given in (f3) (see [23]). Let ε0 > 0 and define
h : R → R by

h(x) =


U(x) : x ∈ [0,∞),
x4 + U(0) : x ∈ [−ε0, 0],
ε4
0 + U(0) : x ∈ (−∞,−ε0].
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Then, from (f3), and since U(0) = t0, we can choose ε0 > 0 so that for
x ∈ [−ε0, 0),

1

2
|h′(x)|2 +

m

2
(h(x))2−F (h(x)) = 8x6 +

m

2
(x4 +U(0))2−F (x4 +U(0)) < 0.

(22)
Now defining γ : (0, T ] → H1(R) by

γ(t)(x) = h(|x| − ln t)

and γ(0) = 0, we see that γ : [0, T ] → H1(R) is continuous. It is easy to see,
using (22), that for t > 1,

Lm(γ(t)) = Em + 2
∫ 0

− ln t

1

2
|h′(x)|2 +

m

2
(h(x))2 − F (h(x))dx < Em.

Also, using (f3), we have for t ∈ (0, 1),

Lm(γ(t)) = Em −
∫ − ln t

ln t

1

2
|U ′(x)|2 +

m

2
(U(x))2 − F (U(x))dx

< Em.

Finally, from (22), it follows that

Lm(γ(t))

≤ Em + 2
∫ 0

− ln t+ε0

1

2
|h′(x)|2 +

m

2
(h(x))2 − F (h(x))dx

= Em + 2(ln t− ε0)
(m

2
(U(0) + ε0)

2 − F (U(0) + ε0)
)
→ −∞

as t → ∞. Thus, for any large T > 0, the path γ : [0, T ] → H1(R) satisfies
(i)-(iii) with T0 = 1 and for any δ > 0.

We now deal with the case N = 2. Here we use an idea developed in
[22]. However for the property (ii) to hold we need to construct a path
which is slightly different from the one defined in [22]. We use the notation:
h(t) = −mt + f(t), H(t) = −m

2
t2 + F (t). For a fixed U ∈ Sm, we define

g(θ, s) : (0,∞)× (0,∞) → R by

g(θ, s) = Lm(θU(·/s)) =
θ2

2
||∇U ||2L2 − s2

∫
R2
H(θu) dx.
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We have

gθ(θ, s) = θ||∇U ||2L2 − s2
∫
R2
h(θU)U dx,

gs(θ, s) = −2s
∫
R2
H(θU) dx,

∂

∂θ

∫
R2
H(θU) dx =

∫
R2
h(θU)U dx.

By (7) and (18), we have
∫
R2 H(U) dx = 0,

∫
R2 h(U)U dx = ||∇U ||2L2 > 0.

Thus there exist constants 0 < θ1 < 1 < θ2, such that

∂

∂θ

∫
R2
H(θU) dx > 0 for θ ∈ (θ1, θ2). (23)

Thus we have ∫
R2
H(θU) dx

{
< 0 for [θ1, 1),
> 0 for (1, θ2]

and

gs(θ, s)


> 0 for θ ∈ [θ1, 1), s ∈ (0,∞),
= 0 for θ = 1, s ∈ (0,∞),
< 0 for θ ∈ (1, θ2], s ∈ (0,∞).

(24)

Since gθ(1, s) = ||∇U ||2L2 − s2
∫
R2 h(U)U dx = (1− s2)||∇U ||2L2 , for any s 6= 1

there exists θs > 0 such that

gθ(θ, s)

{
> 0 for s ∈ (0, 1), θ ∈ [1− θs, 1 + θs],
< 0 for s ∈ (1,∞), θ ∈ [1− θs, 1 + θs].

(25)

We can also find a small s0 ∈ (0, 1) such that

gθ(θ, s) = θ

(
||∇U ||2L2 − s2

∫
R2

h(θU)

θU
U2 dx

)
> 0 for s ∈ [0, s0], θ ∈ [0, 1].

(26)
For a fixed small ε > 0 to be precise later let ζ(t) = (θ(t), s(t)) : [0,∞) →
R2

(θ,s) be a piece-wise linear curve joining

(0, s0) → (1− θ0, s0) → (1− θ0, 1− ε)

→ (1, 1− ε) → (1, 1) → (1, 1 + ε)

→ (1 + θ0, 1 + ε) → (1 + θ0,∞).

12



Here θ0 is chosen such that 1−θ0 ∈ [θ1, 1) and 1+θ0 ∈ (1, θ2]. We remark that
each segment is horizontal or vertical. Let 0 ≡ t0 < t1 < · · · < t6 < t7 ≡ ∞
be such that for each i = 0, · · · , 7, ζ(ti) is an end point of a linear segment
of the piece-wise linear curve ζ. We set

γ̂ε(t)(x) = θ(t)U(x/s(t)).

Then we see that the function t 7→ Lm(γ̂ε(t)) = g(ζ(t)) is strictly increasing
on (t0, t1), (t1, t2), (t2, t3) by (26), (24), (25), respectively. We also see that
the function is constant on (t3, t4), (t4, t5) by (24), and strictly decreasing on
(t5, t6), (t6, t7) by (25), (24), respectively. Lastly, we note that Lm(γ̂ε(t)) =
1+θε

2
||∇U ||2L2 − s(t)2

∫
R2 H((1 + θε)U) dx→ −∞ as t→∞.

Thus for a given δ > 0 choosing ε = ε(δ) > 0 so that

||U(x/s)− U(x)|| < δ for |s| ≤ ε,

we see γδ(t) = γ̂ε(δ)(t) : [0, T ] → H1(R2) satisfies the properties (i)–(iii).
This ends the proof of Proposition 2. 2

3 Proof of Theorem 1.

The variational framework follows the one of [6]. Let m̃ > 0 be a number
such that

m̃ < min{m, lim inf
|x|→∞

V (x)} (27)

and we define Ṽε(x) ≡ max{m̃, Vε(x)}. Let Hε be the completion of C∞0 (RN)
with respect to the norm

‖u‖ε =
( ∫

RN
|∇u|2 + Ṽεu

2dx
)1/2

.

We also denote by || · ||∗ε the corresponding dual norm on H∗
ε , that is,

||f ||∗ε = sup
||ϕ||ε≤1,ϕ∈Hε

∣∣∣〈f, ϕ〉∣∣∣ for f ∈ H∗
ε .

We define a norm ‖ · ‖ on H1(RN) by

‖u‖ =
( ∫

RN
|∇u|2 + m̃u2dx

)1/2
.
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We clearly have Hε ⊂ H1(RN). From now on, for any set B ⊂ RN and
ε > 0, we define Bε ≡ {x ∈ RN | εx ∈ B}. For u ∈ Hε, let

Pε(u) =
1

2

∫
RN

|∇u|2 + Vεu
2dx−

∫
RN

F (u)dx. (28)

Since we are concerned with positive solutions, we may assume without loss
of generality that f(t) = 0 for all t ≤ 0. For ν > 0, we define

χε(x) =

{
0 if x ∈ Oε

ε−ν if x /∈ Oε,

and
Qε(u) =

( ∫
RN

χεu
2dx− 1

)2

+
. (29)

We take ν = 6/µ if Z 6= ∅, and any ν > 0 if Z = ∅. The functional Qε will
act as a penalization to force the concentration phenomena to occur inside O.
This type of penalization was first introduced in [9]. Finally let Γε : Hε → R
be given by

Γε(u) = Pε(u) +Qε(u). (30)

It is standard to see that Γε ∈ C1(Hε). Clearly a critical point of Pε corre-
sponds to a solution of (6). To find solutions of (6) which concentrate in O
as ε → 0, we shall search critical points of Γε for which Qε is zero. As we
shall see the functional Γε enjoys a mountain pass geometry for any ε > 0
small.

For any set B ⊂ RN and δ > 0, we define Bδ ≡ {x ∈ RN |dist(x,B) ≤ δ}.
Let 10β = dist(M,RN \O) and fix a cutoff function ϕ ∈ C∞0 (RN) such that
0 ≤ ϕ ≤ 1, ϕ(x) = 1 for |x| ≤ β and ϕ(x) = 0 for |x| ≥ 2β. Also, define
ϕε(y) = ϕ(εy), y ∈ RN .

Without loss of generality we may assume that 0 ∈ M. We shall find a
solution near the set

Xε = {ϕε(y −
x

ε
)U(y − x

ε
) | x ∈Mβ, U ∈ Sm}

for sufficiently small ε > 0. For the curve γδ constructed in Proposition 2,
we define

γδ
ε(t)(x) = ϕε(x)γ

δ(t)(x). (31)
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We see that Γε(γ
δ
ε(t)) = Pε(γ

δ
ε(t)) for t ∈ [0, T ] and Γε(γ

δ
ε(0)) = 0. Finally

we define
Cε = inf

γ∈Φε

max
s∈[0,1]

Γε(γ(s)) (32)

where Φε = {γ ∈ C([0, 1], Hε) |γ(0) = 0, γ(1) = γδ
ε(T )}. We easily check that

Γε(γ
δ
ε(T )) < 0 for any sufficiently small ε > 0.

Proposition 3

lim sup
ε→0

Cε ≤ Em.

Proof. Obviously, we see that

Cε ≤ max
s∈[0,T ]

Γε(γ
δ
ε(s)).

Note that Vε converges uniformly to m on each bounded set. Thus, from the
properties (ii), (iii) of γδ in Proposition 2, we see that

lim
ε→0

max
s∈[0,T ]

Γε(γ
δ
ε(s)) ≤ Em.

This completes the proof. 2

Proposition 4

lim inf
ε→0

Cε ≥ Em.

Proof. This was proved in [6, Proposition 3]. In fact, the proof in [6]
does not depend on the space dimension and holds also for the case V0 ≡
infx∈RN V (x) = 0. 2

We denote
Dδ

ε = max
s∈[0,T ]

Γε(γ
δ
ε(s)). (33)

By the argument in Propositions 3 and 4, we have

Cε ≤ Dδ
ε and lim

ε→0
Cε = lim

ε→0
Dδ

ε = Em. (34)

Now we define

Γα
ε = {u ∈ Hε | Γε(u) ≤ α} for α ∈ R

and
Xd

ε = {u ∈ Hε| inf
v∈Xε

||u− v||ε ≤ d} for d > 0.
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Proposition 5 There exists a small d0 > 0 such that for any {εi} and {uεi
}

satisfying

uεi
∈ Xd0

εi
,

lim
i→∞

εi = 0,

lim
i→∞

Γεi
(uεi

) ≤ Em,

lim
i→∞

||Γ′εi
(uεi

)||∗εi
= 0,

there exists, up to a subsequence, {yi} ⊂ RN , x ∈M, U ∈ Sm such that

lim
i→∞

|εiyi − x| = 0 and lim
i→∞

‖uεi
− ϕεi

(· − yi)U(· − yi)‖εi
= 0.

Proof. For notational convenience, we write ε for εi. Assume that {εi} and
{uεi

} ⊂ Xd0
εi

satisfy the conditions in the statement of Proposition 5 (we will
choose d0 > 0 later sufficiently small).

By compactness of Sm and Mβ, there exist Z ∈ Sm and x ∈ Mβ such
that

‖uε − ϕε(· − x/ε)Z(· − x/ε)‖ε ≤ 2d0 (35)

for small ε > 0. The proof of Proposition 5 consists of several steps.

Step 1: For any R > 0 we have

lim
ε→0

sup
z∈A(x

ε
; β
2ε

, 3β
ε

)

∫
B(z,R)

|uε|2 dy = 0.

Here we use the notation:

A(x; r1, r2) = {y ∈ RN | r1 ≤ |y − x| ≤ r2} for x ∈ RN and 0 < r1 < r2.

Indeed, suppose by contradiction that there exist R > 0 and a sequence {xε}
⊂ A(x

ε
; β

2ε
, 3β

ε
) satisfying lim infε→0

∫
B(xε,R) |uε|2dy > 0. Taking a subsequence,

we can assume that εxε → x0 with x0 ∈ A(x; β
2
, 3β) and that uε(·+xε) → W̃

weakly in H1(RN) for some W̃ ∈ H1(RN) \ {0}. Moreover W̃ satisfies

∆W̃ − V (x0)W̃ + f(W̃ ) = 0 for y ∈ RN .

By definition, LV (x0)(W̃ ) ≥ EV (x0). Also, for large R > 0

lim inf
ε→0

∫
B(xε,R)

|∇uε|2dy ≥
1

2

∫
RN

|∇W̃ |2dy. (36)
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Now, recalling from [22] that Ea > Eb if a > b, we see that EV (x0) ≥ Em, since

V (x0) ≥ m. Also, from (8), (9) we see that
∫
RN |∇W̃ |2dy = NLV (x0)(W̃ ).

Thus we get that

lim inf
ε→0

∫
B(xε,R)

|∇uε|2dy ≥
N

2
LV (x0)(W̃ ) ≥ N

2
Em > 0.

Then, taking d0 > 0 sufficiently small, we get a contradiction with (35).

Step 2: Let u1
ε = ϕε(· − x/ε)uε and u2

ε = uε − u1
ε. Then

Γε(uε) ≥ Γε(u
1
ε) + Γε(u

2
ε) + o(1). (37)

We have

Γε(uε)

= Γε(u
1
ε) + Γε(u

2
ε) +

∫
RN

ϕε(1− ϕε)|∇uε|2 + Vεϕε(1− ϕε)|uε|2 dy

−
∫
RN

F (uε)− F (u1
ε)− F (u2

ε) dy + o(1)

≥ Γε(u
1
ε) + Γε(u

2
ε)−

∫
RN

F (uε)− F (u1
ε)− F (u2

ε) dy + o(1).

Now∣∣∣∣∫
RN

F (uε)− F (u1
ε)− F (u2

ε) dy
∣∣∣∣ ≤ ∫

A(x
ε
;β

ε
, 2β

ε
)
|F (uε)|+ |F (u1

ε)|+ |F (u2
ε)| dy.

We choose a cutoff function ψ(x) ∈ C∞(RN ,R) such that ψ(x) = 1 for
β ≤ |x| ≤ 2β and ψ(x) = 0 for |x| ≥ 3β, |x| ≤ β/2. Setting wε(y) =
ψ(εy − x)uε(y) and applying to wε Lemma 1 when N = 2 and Remark 1 (i)
when N = 1, it follows from Step 1 that∫

A(x
ε
;β

ε
, 2β

ε
)
|F (uε)| dy ≤

∫
RN

|F (wε)| dy → 0.

In a similar way, it follows that∫
A(x

ε
;β

ε
, 2β

ε
)
|F (u1

ε)| dy → 0 and
∫

A(x
ε
;β

ε
, 2β

ε
)
|F (u2

ε)| dy → 0.

Thus (37) is established.
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Step 3: For small d0 > 0,

Γε(u
2
ε) ≥

1

4
||u2

ε||2ε + o(1).

We have

Γε(u
2
ε) ≥ Pε(u

2
ε)

=
1

2

∫
RN

|∇u2
ε|2 + Ṽε|u2

ε|2 dy −
1

2

∫
RN

(Ṽε − Vε)|u2
ε|2 dy

−
∫
RN

F (u2
ε) dy

≥ 1

2
||u2

ε||2ε −
m

2

∫
RN\Oε

|u2
ε|2 dy −

∫
RN

F (u2
ε) dy. (38)

Here we use the fact that Ṽε − Vε = 0 on Oε and |Ṽε − Vε| ≤ m̃ on RN \Oε.
Note that Pε is uniformly bounded in Xd0

ε . Thus so is Qε, which implies that∫
RN\Oε

|u2
ε|2 dy ≤ Cεν . (39)

Now, by Remark 1 (ii), we know that there exists Cρ > 0 satisfying
Cρ → 0 as ρ→ 0 such that∫

RN
F (u) dy ≤ Cρ||u||2 ≤ Cρ||u||2ε for all ||u|| ≤ ρ.

Also it follows from uε ∈ Xd0
ε that

||u2
ε||ε ≤ 2d0 for ε > 0 small.

Thus, choosing d0 > 0 small, we have∫
RN

F (u2
ε) dy ≤

1

4
||u2

ε||2ε for small ε > 0. (40)

The conclusion of Step 3 follows from (38)–(40).

Step 4: limε→0 Γε(u
1
ε) ≥ Em.

Let Wε(y) = u1
ε(y + x/ε). After extracting a subsequence, we may assume

that Wε → W weakly in H1(RN) for some W ∈ H1(RN) \ {0}. Moreover

−∆W + V (x)W = f(W ) in RN .
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Here we need to consider two cases

Case 1:
lim
ε→0

sup
z∈RN

∫
B(z,1)

|Wε(y)−W (y)|2 dy = 0. (41)

Case 2:
lim
ε→0

sup
z∈RN

∫
B(z,1)

|Wε(y)−W (y)|2 dy > 0. (42)

If Case 1 occurs, we have∫
RN

F (Wε) dy →
∫
RN

F (W ) dy. (43)

Indeed, we remark that

F (t)− F (w) =
∫ t

w
f(s) ds = (t− w)f(θt+ (1− θ)w).

Setting g(t) = maxs∈[0,t] |f(s)| and gδ(t) = (g(t) − δt)+ for any given δ > 0,
we have

|F (t)− F (w)| ≤ |t− w|(g(t) + g(w))

≤ |t− w|(δ(|t|+ |w|) + gδ(t) + gδ(w)).

Thus ∫
RN

|F (Wε)− F (W )| dy

≤
∫
RN

|Wε −W |(δ(|Wε|+ |W |) + gδ(u
1
ε) + gδ(W )) dy

≤ δ||Wε −W ||L2(||Wε||L2 + ||W ||L2)

+||Wε −W ||L4

((∫
RN

gδ(Wε)
4/3 dy

)3/4

+
(∫

RN
gδ(W )4/3 dy

)3/4
)
.

Now (41) implies ||Wε −W ||L4 → 0 and gδ(t)
4/3 satisfies (10) when N = 1

and (10)–(11) when N = 2. Thus,

lim sup
ε→0

∫
RN

|F (Wε)− F (W )| dy ≤ δ lim sup
ε→0

||Wε −W ||L2(||Wε||L2 + ||W ||L2)
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and since δ > 0 is arbitrary, (43) hold. Now by (43), we have for any R > 0

lim inf
ε→0

Γε(u
1
ε)

≥ lim inf
ε→0

Pε(u
1
ε)

≥ lim inf
ε→0

[1
2

∫
|y|≤R

|∇Wε|2 + V (εy + x)W 2
ε dy −

∫
RN

F (Wε) dy
]

≥ 1

2

∫
|y|≤R

|∇W |2 + V (x)W 2 dy −
∫
RN

F (W ) dy.

Thus since R > 0 is arbitrary, we have

lim inf
ε→0

Γε(u
1
ε) ≥

1

2

∫
RN

|∇W |2 + V (x)W 2 dy −
∫
RN

F (W ) dy ≥ Em. (44)

Next we show that Case 2 does not take place. Arguing indirectly, we assume
that there exists {zε} ⊂ RN such that

lim
ε→0

∫
B(zε,1)

|Wε(y)−W (y)|2 dy > 0.

Since Wε(y) → W (y) weakly in H1(RN), we have

|zε| → ∞. (45)

Thus we have
∫
B(zε,1) |W (y)|2 dy → 0 and

lim
ε→0

∫
B(zε,1)

|u1
ε(y +

x

ε
)|2 dy > 0.

Since u1
ε(y + x/ε) = ϕε(y)uε(y + x/ε), it is also clear that |zε| ≤ 3β

ε
. Thus,

by Step 1, we have |zε| ≤ 2
3

β
ε

for sufficiently small ε > 0. Extracting a
subsequence, we may assume that

εzε → z0 ∈ B(x, 2β/3) ⊂ O, (46)

u1
ε(y + zε + x/ε) → W̃ (y) 6≡ 0 weakly in H1(RN).

For any R > 0 it follows from (46) that u1
ε(y + zε + x

ε
) = uε(y + zε + x

ε
) in

B(0, R) for sufficiently small ε > 0. Thus it follows from ||Γ′ε(uε)||∗ε → 0 that

−∆W̃ + V (z0 + x)W̃ = f(W̃ ) in RN .
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Now there exists C > 0 independent of z0 and W̃ such that ||W̃ || ≥ C. Thus,
because of (45), we get a contradiction with (35) if d0 > 0 is sufficiently small.
Thus Case 1 takes place and the conclusion of Step 4 holds.

Step 5: Conclusion
By the assumption limε→0 Γε(uε) ≤ Em, Steps 2–4 show that ||u2

ε||ε → 0. By
the argument in Step 4, in particular (43)–(44), we can see that u1

ε(y+ x
ε
) →

W (y) strongly in H1(RN). We can also see that x ∈ M and W (y) =
U(y − z) for some U ∈ Sm and z ∈ RN . Setting yε = x

ε
+ z, we have

||u1
ε − ϕ(· − yε)U(· − yε)||ε → 0 and the proof is completed. 2

As a corollary to Proposition 5 we have

Proposition 6 Let d0 > 0 be the number given in Proposition 5. Then for
any d ∈ (0, d0) there exist εd > 0, ρd > 0 and ωd > 0 such that

||Γ′ε(u)||∗ε ≥ ωd

for all ε ∈ (0, εd) and u ∈ ΓEm+ρd
ε ∩ (Xd0

ε \Xd
ε ).

Proof. We argue indirectly and suppose that for some d ∈ (0, d0) there exist
sequences {εn} ⊂ (0, 1/n) and {un} ⊂ ΓEm+1/n

εn
∩ (Xd0

ε \Xd
ε ) such that

||Γ′εn
(un)||∗εn

<
1

n
.

By Proposition 5, there exists {yn} ⊂ RN , U ∈ Sm and x ∈M such that

εnyn → x and ||uεn − ϕεn(· − yn)U(· − yn)||εn → 0.

Thus by the definition of Xεn , we have uεn ∈ Xd
εn

for sufficiently large n,
which is a contradition to un ∈ Xd0

ε \Xd
ε . 2

We recall the definition (31) of γδ
ε(t). The following proposition follows

from Proposition 2.

Proposition 7 There exists M0 > 0 independent of δ > 0 with the following
property: for any δ > 0 there exist αδ > 0 and ε̄δ ∈ (0, 1] such that for
ε ∈ (0, ε̄δ]

Γε(γ
δ
ε(t)) ≥ Em − αδ implies γδ

ε(t) ∈ XM0δ
ε .
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Proof. First we remark that there exists M0 > 0 independent of ε ∈ (0, 1]
such that

||ϕεv||ε ≤M0||v|| for all ε ∈ (0, 1] and v ∈ Hε. (47)

By Proposition 2, there exists αδ > 0 such that

Lm(γδ(t)) ≥ Em − 2αδ implies ||γδ(t)− γδ(T0)|| ≤ δ. (48)

We also remark that Γε(γ
δ
ε(t)) = Pε(γ

δ
ε(t)) and

sup
t∈[0,T ]

|Γε(γ
δ
ε(t))− Lm(γδ(t))| = sup

t∈[0,T ]

|Pε(γ
δ
ε(t))− Lm(γδ(t))| → 0 as ε→ 0.

Thus there exists ε̄δ > 0 such that

sup
t∈[0,T ]

|Γε(γ
δ
ε(t))− Lm(γδ(t))| ≤ αδ for ε ∈ (0, ε̄δ]. (49)

For ε ∈ (0, ε̄δ], by (49), Γε(γ
δ
ε(t)) ≥ Em − αδ implies

Lm(γδ(t)) ≥ Γε(γ
δ
ε(t))− |Γε(γ

δ
ε(t))− Lm(γδ(t))| ≥ Em − 2αδ

and thus, by (48), we have ||γδ(t)− γδ(T0)|| ≤ δ. Therefore by (47),

||γδ
ε(t)− ϕεγ

δ(T0)||ε = ||ϕε(γ
δ(t)− γδ(T0))||ε ≤M0||γδ(t)− γδ(T0)||

≤ M0δ.

Recording that, γδ(T0) ∈ Sm, we have γδ
ε(t) ∈ XM0δ

ε . Thus Γε(γ
δ
ε(t)) ≥

Em − αδ implies γδ
ε(t) ∈ XM0δ

ε and this completes the proof. 2

Now we take d1 ∈ (0, 1
3
d0) such that

Lm̃(u) ≥ 0 for all ||u|| ≤ 3d1. (50)

By Proposition 6, there exist numbers ε1, ρ1, ω1 > 0 such that

inf
u∈Γ

Em+ρ1
ε ∩(X

d0
ε \Xd1

ε )

||Γ′ε(u)||∗ε ≥ ω1 for ε ∈ (0, ε1).

Set δ1 = d1/M0 and let Dδ1
ε be the number defined in (33). We have the

following
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Proposition 8 For sufficiently small ε > 0,

inf
u∈Γ

D
δ1
ε

ε ∩X
d1
ε

||Γ′ε(u)||∗ε = 0.

Proof. By Proposition 7, there exists αd1 > 0 such that for small ε > 0

Γε(γ
δ1
ε (t)) ≥ Em − αd1 implies γδ1

ε (t) ∈ XM0δ1
ε ⊂ Xd1

ε . (51)

By (34) for small ε > 0

Dδ1
ε ≤ Em + min{ρ1,

1

12
ω1d0}, (52)

Cε ≥ Em − 1

2
min{αδ1 ,

1

12
ω1d0}. (53)

Here Cε is the minimax value given in (32).
Arguing indirectly, we assume that

a(ε) ≡ inf
u∈Γ

D
δ1
ε

ε ∩X
d1
ε

||Γ′ε(u)||ε > 0.

Then, we can construct a deformation flow η : [0,∞) × ΓD
δ1
ε

ε → ΓD
δ1
ε

ε such
that

(i) η(s, u) = u if s = 0 or u ∈ ΓD
δ1
ε

ε \Xd0
ε .

(ii) || d
ds
η(s, u)||ε ≤ 1 for all (s, u).

(iii) d
ds

(Γε(η(s, u))) ≤ 0 for all (s, u).

(iv) d
ds

(Γε(η(s, u))) ≤ −1
2
ω1 if η(s, u) ∈ ΓD

δ1
ε

ε ∩ (X
2
3
d0

ε \Xd1
ε ).

(v) d
ds

(Γε(η(s, u))) ≤ −1
2
a(ε) if η(s, u) ∈ ΓD

δ1
ε

ε ∩Xd1
ε .

We can observe from (i)–(v) that if u ∈ ΓD
δ1
ε

ε ∩Xd1
ε satisfies η(s0, u) 6∈ X

2
3
d0

ε

for some s0 > 0, then there exists an interval [s1, s2] ⊂ [0, s0] such that

η(s, u) ∈ X
2
3
d0

ε \Xd1
ε for s ∈ [s1, s2],

|s2 − s1| ≥ 2

3
d0 − d1 ≥

1

3
d0.
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Thus

Γε(η(s0, u)) ≤ Γε(u)−
1

2
ω1(s2 − s1) ≤ Γε(u)−

1

6
ω1d0. (54)

We define γ̃(t) = η(s, γδ1
ε (t)) for a large s > 0. We can see that

max
t∈[0,T ]

Γε(γ̃(t)) ≤ Em −min{αδ,
1

12
ω1d0}. (55)

In fact, if Γε(γ
δ1
ε (t)) ≤ Em − αδ1 , (55) follows from (iii). If Γε(γ

δ1
ε (t)) >

Em−αδ1 , then by (51), we have γδ1
ε (t) ∈ Xd1

ε . Here we distinguish two cases:

(a) η(s, γδ1
ε (t)) ∈ ΓD

δ1
ε

ε ∩X
2
3
d0

ε for all s ∈ [0,∞).

(b) η(s0, γ
δ1
ε (t)) ∈ ΓD

δ1
ε

ε \X
2
3
d0

ε for some s0 > 0.

If (a) occurs, we see that Γ(γ̃(t)) ≤ Γε(γ
δ1
ε (t))− 1

2
min{a(ε), ω1}s and we have

(55) for large s > 0. If (b) occurs, by (54) and (52) we have

Γε(γ̃(t)) ≤ Γε(γ
δ1
ε (t))− 1

6
ω1d0 ≤ Em − 1

12
ω1d0,

that is, (55) holds. Since γ̃ ∈ Φε, we have

Cε ≤ max Γε(γ̃(t)) ≤ Em −min{αδ1 ,
1

12
ω1d0},

which is in contradition to (53). This completes the proof. 2

Finally we have the following proposition.

Proposition 9 For sufficiently small ε > 0, Γε(u) has a critical point in

ΓD
δ1
ε

ε ∩Xd1
ε .

Proof. By Proposition 8, for small ε > 0 there exists a sequence {un} ⊂
ΓD

δ1
ε

ε ∩Xd1
ε such that ||Γ′ε(un)||∗ε → 0.

Since Xd1
ε is bounded in Hε, we can extract a subsequence — still denoted

un — such that un → u0 weakly in Hε. In a standard way, we see that u0 is a
critical point of Γε. Now we write un = vn+wn with vn ∈ Xε and ‖wn‖ε ≤ d1.
Since Xε is compact, after extracting a subsequence if necessary, there exist
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v0 ∈ Xε and w0 ∈ Hε such that vn → v0 strongly in Hε and wn → w0 weakly
in Hε as n→∞. Thus, u0 = v0 + w0 and

‖u0 − v0‖ε = ‖w0‖ε ≤ lim infn→∞ ‖wn‖ε ≤ d1.

This proves that u0 ∈ Xd1
ε .

Next we show that Γε(u0) ≤ Dδ1
ε . Writing un = u0 + σn, we have

||σn||ε = ||un−u0||ε ≤ ||vn− v0||ε + ||wn||ε + ||w0||ε ≤ 2d1 + o(1) ≤ 3d1 (56)

for large n ∈ N. Also σn → 0 weakly in Hε and then∫
RN

|∇un|2 + Vεu
2
n dy −

∫
RN

|∇u0|2 + Vεu
2
0 dy

= 2
∫
RN

∇u0∇σn + Vεu0σn dy → 0,∫
RN

F (un) dy −
∫
RN

F (u0) dy −
∫
RN

F (σn) dy → 0

(c.f. the proof of Proposition 2.31 in [12] for example). Thus Pε(un) −
Pε(u0) − Pε(σn) → 0 and since from the weak lower semi-continuity of v 7→
||v||2L2(RN\Oε)

; Hε → R

Qε(u0) ≤ lim inf
n→∞

Qε(un)

we have that

Dδ1
ε ≥ lim inf

n→∞
Γε(un) = lim inf

n→∞
(Pε(un) +Qε(un))

≥ Pε(u0) + lim inf
n→∞

Pε(σn) +Qε(u0)

= Γε(u0) + lim inf
n→∞

Pε(σn). (57)

Next we estimate Pε(σn). We have

Pε(σn) =
1

2
||σn||2ε −

∫
RN

F (σn) dy − 1

2

∫
RN

(Ṽε − Vε)σ
2
n dy

≥ Lm̃(σn)− 1

2

∫
RN

(Ṽε − Vε)σ
2
n dy.
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By (50) and (56), we have lim infn→∞ Lm̃(σn) ≥ 0. We also observe from
(27) that Ṽε − Vε has a compact support. Thus from the weak conver-
gence of σn in Hε it follows that

∫
RN (Ṽε − Vε)σ

2
n dy → 0. Therefore we

have lim infn→∞ Pε(σn) = 0, which implies, from (57), that

Γε(u0) ≤ Dδ1
ε .

This completes the proof. 2

Completion of the Proof for Theorem 1. We see from Proposition 9

that Γε(u) has a critical point uε ∈ ΓD
δ1
ε

ε ∩Xd1
ε . Since uε satisfies

∆uε − Vεuε + f(uε) = 4
( ∫

χεu
2
εdx− 1

)
+
χεuε in RN (58)

and f(t) = 0 for t ≤ 0, we deduce that uε > 0 in RN . Since {‖uε‖ε} and
{Qε(uε)} are bounded, it follows that {‖uε‖} is bounded. Then, for N = 1,
it follows easily that {‖uε‖L∞(R)} is bounded. For the case N = 2, taking a
function φ ∈ C∞0 (R2, [0, 1]) satisfying ‖φ‖L∞ + ‖∇φ‖L∞ + ||∆φ||L∞ ≤ 1, we
see that

∆(uεφ)− Vε(uεφ) ≥ −f(uε)φ+ 2∇uε∇φ+ uε∆φ ≡ gε. (59)

From the boundedness of {‖uε‖}, (f2) and Remark 1 (ii), we deduce that
{‖f(uε)‖L2} is bounded. This means that a set {‖gε‖L2} is bounded uni-
formly for φ ∈ C∞0 (R2, [0, 1]) satisfying ‖φ‖L∞ + ‖∇φ‖L∞ + ||∆φ||L∞ ≤ 1.
Then, since Vε ≥ 0, we deduce from [20, Theorem 8.15-16] that {‖uε‖L∞} is
bounded. Now by Proposition 5, we see that

lim
ε→0

∫
RN\M2β

ε

|∇uε|2 + Ṽε(uε)
2dx = 0,

and thus, by elliptic estimates (see [20]), we obtain that

lim
ε→0

‖uε‖L∞(RN\M2β
ε ) = 0. (60)

This gives the following decay estimate for uε on RN \M2β
ε ∪ Zβ

ε

uε(x) ≤ C exp(−cdist(x,M2β
ε ∪ Zβ

ε )) (61)
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for some constants C, c > 0. Indeed from (f1) and (60) we see that

lim
ε→0

||f(uε)/uε||L∞(RN\M2β
ε ∪Zβ

ε ) = 0.

Also inf{V (x)|x /∈M2β
ε ∪Zβ

ε } > 0. Thus, we obtain the decay estimate (60)
by applying standard comparison principles (see [31]) to (58). 2

If Z 6= ∅ we shall need, in addition, an estimate for uε on Z2β
ε . Let

{H i
ε}i∈I be the connected components of int(Z3δ

ε ) for some index set I. Note
that Z ⊂ ∪i∈IH

i
ε and Z is compact. Thus, the set I is finite. For each i ∈ I,

let (φi, λi
1) be a pair of first positive eigenfunction and eigenvalue of −∆ on

H i
ε with Dirichlet boundary condition. From now we fix an arbitrary i ∈ I.

By elliptic estimates [20, Theorem 9.20] and using the fact that {Qε(uε)} is
bounded we see that for some constant C > 0

‖uε‖L∞(Hi
ε)
≤ Cε3/µ. (62)

Thus, from (f1) we have, for some C > 0

||f(uε)/uε||L∞(Hi
ε)
≤ Cε3.

Denote φi
ε(x) = φi(εx). Then, for sufficiently small ε > 0, we deduce that

for x ∈ int(H i
ε),

∆φi
ε(x)− Vε(x)φ

i
ε(x) +

f(uε(x))

uε(x)
φi

ε(x) ≤
(
Cε3 − λ1ε

2
)
φi

ε ≤ 0. (63)

Now, since dist(∂Z2β
ε ,Zβ

ε ) = β/ε, we see from (61) that for some constants
C, c > 0,

||uε||L∞(∂Z2β
ε ) ≤ C exp(−c/ε). (64)

We normalize φi requiring that

inf{φi
ε(x) |x ∈ H i

ε ∩ ∂Z2δ
ε } = C exp(−c/ε) (65)

for the same C, c > 0 as in (65). Then, we see that for some D > 0,

φi
ε(x) ≤ DC exp(−c/ε), x ∈ H i

ε ∩ Z2β
ε .
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Now we deduce, using (62), (63), (64), (65) and [33, B.6 Theorem] that for
each i ∈ I, uε ≤ φi

ε on H i
ε ∩ Z2β

ε . Therefore

uε(x) ≤ C exp(−c/ε) on Z2δ
ε (66)

for some C, c > 0. Now (61) and (66) implies that Qε(uε) = 0 for ε > 0
sufficiently small and thus uε satisfies (6). Finally let xε be a maximum
point of uε. By Propositions 1 and 5, we readily deduce that εxε → z for
some z ∈M as ε→ 0, and that for some C, c > 0,

uε(x) ≤ C exp(−c|x− xε|).

This completes the proof. 2
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[18] M. Del Pino and P.L. Felmer, Semi-classical states for nonlinear Schrödinger
equations: a variational reduction method, Math. Ann., 324, 1, (2002), 1-32.

[19] A. Floer and A. Weinstein, Nonspreading wave packets for the cubic Schrödinger
equations with a bounded potential, J. Functional Analysis, 69, (1986), 397–408.

[20] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second
Order; second edition, Grundlehren 224, Springer, Berlin, Heidelberg, New York and
Tokyo, (1983).

29



[21] C. Gui, Existence of multi-bump solutions for nonlinear Schrödinger equations via
variational method, Comm. in P.D.E., 21, (1996), 787–820.

[22] L. Jeanjean and K. Tanaka, A remark on least energy solutions in RN , Proc.
Amer. Math. Soc. 131, (2003), 2399–2408.

[23] L. Jeanjean and K. Tanaka, A note on a mountain pass characterization of least
energy solutions, Advanced Nonlinear Studies 3, (2003), 461–471.

[24] L. Jeanjean and K. Tanaka, Singularly perturbed elliptic problems with super-
linear or asymptotically linear nonlinearities, Calculus of Variations and PDE, 21,
(2004), 287-318.

[25] X. Kang and J. Wei, On interacting bumps of semi-classical states of nonlinear
Schrödinger equations, Adv. Differential Equations, 5, (2000), 899–928.

[26] Y.Y. Li, On a singularly perturbed elliptic equation, Adv. Differential Equations,
2, (1997), 955–980.

[27] P.L. Lions, The concentration-compactness principle in the calculus of variations.
The locally compact case, part II , Ann. Inst. Henri Poincaré, 1, (1984), 223–283.
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